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Vision Transformers

Transformers use multi-head attention on sequence of patches.

An image is worth 16x16 words: Transformers for image recognition at scale



Vision Transformers

https://towardsdatascience.com/illustrated-self-attention-
2d627e33b20a
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Vision Transformers

Attention(Q,K ,V ) = Softmax(QKT
√
d
V )



Transformer architectures: Swin
Transformers
Shifted windows
Hierarchical filters (pyramids)
Can cope with multiple down stream tasks (object localization)



Combining CNNs and transformers:
LeViT
CNN embedding



Combining CNNs and transformers:
Conformer
CNN and transformers in parallel
Orthogonal connections at every block



Combining CNNs and transformers:
Mobileformer
mobileNet v3 + LeViT



Self-supervised models

RotNet, Deep Cluster, BYOL, DINO, iBOT


