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Model explainability is important for high-stakes decisions
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Post-hoc interpretability through saliency maps

Given a model, an image and a category, what are the pixels that contributed the
most to the decision.




Saliency maps and Class Activation Maps (CAM)

CAM-based methods compute weights to build a saliency maps as a linear

combination of feature maps of a given layer.

CAM, GradCAM,
GradCAM++, AblationCAM,
layerCAM, ScoreCAM, etc.
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OptiCAM: method

Image: x, network: f, target layer: |, class: c, feature maps: A
Saliency map S is a combination of the feature maps, like CAM, with weights u.

Saliency map is multiplied with the input image and fed to f.

We find parameters maximizing F, measuring the logit of class c objective
Fy(x;u)
- saliency map class

input image x maps A Se(x; 1) masked image logits
network ﬁ / & . ® network
weights u




Input image Grad-CAM Grad-CAM++ Score-CAM Ablation-CAM XGrad-CAM Opti-CAM

Pneumonia

Figure 5: Saliency maps obtained on ImageNet (top two rows), Chest X-ray and Kvasir with VGG16.



RESNETS0 VGG16 VIT-B DEIT-B RESNETS50 VGG16

METHOD

AD]AG1 AI1|AD| AG1 AI/AD| AG+ AT4/AD| AGTAI1| I+ Dy |11 DJ
Fake-CAM 0.8 1.6 46.0 0.5 0.6 42.6/ 0.3 0.4 483/ 0.6 0.3 44.6/50.7 28.1 [46.126.9
Grad-CAM 122 17.6 44.4/14.2 14.7 40.6/69.4 2.5 12.4/33.5 1.7 12.5/66.3 14.7 64.111.6

Grad-CAM++ 129 16.0 42.1/17.1 10.233.486.3 1.5 1.0/50.7 09 7.2 66.0 14.7 |62.912.2
Score-CAM [2] 8.6 26.6 56.7/13.5 15.6 41.7/32.0 6.2 33.0{53.6 2.2 12.2|65.7 16.3 |62.512.1
XGrad-CAM 122 17.6 44.4 13.8 14.841.288.1 0.4 4.3 80.5 0.3 4.1 663 14.7 64.111.7
Layer-CAM 15.6 15.0 38.8/48.9 3.1 13.5/82.0 0.2 2.9|88.9 04 2.6 67.0 14.2 58.3 6.4
ExPerturbation [1] 38.1 9.5 22.5/43.0 7.1 20.528.8 6.2 24.4/60.9 2.0 8.570.7 15.0 61.115.0
Opti-CAM (ours) 1.5 68.8 92.8 1.3 71.2 92.7 0.6 18.0 90.1| 0.9 26.0 83.5 62.0 19.7 59.211.0

Figure 2: Classification metrics on ImageNet validation set, using CNNs and Transformers. AD/AI/AG: aver-
age drop/increase/gain; I/D: insertion/deletion; bold: best, excluding Fake-CAM.
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RESNETS50

VGG16

OM| LE| F11/BAt SPt EPt SMJ,

OM| LE| F11/BAt SPt EPt SMJ,

Fake-CAM

63.6 54.0 57.7/47.9 99.8 28.5 0.98

64.7 54.0 57.7/47.9 99.8 28.5 1.07

Grad-CAM
Grad-CAM++
Score-CAM [2]
Ablation-CAM
XGrad-CAM
Layer-CAM

72.9 65.849.8/56.2 69.8 33.3 1.30
73.1 66.1 50.4/56.2 69.9 33.1 1.29
72.2 64.9 49.6/54.5 68.7 32.4 1.25
72.8 65,7 50,2/56.1 69.9 33,1 1.26
72.9 65.8 49.8 56.2 69.8 33.3 1.30
73.1 66.0 50.1/55.5 70.0 33.0 1.29

ExPerturbation [1] 73.6 66.6 37.5 44.2 64.8 38.2 1.59
Opti-CAM (ours) 72.2 64.8 47.3 49.2 59.4 30.5 1.34

71.1 62.342.0/54.2 64.8 32.0 1.39
70.8 61.944.3/155.2 66.2 32.3 1.38
71.2 62.545.3 58.5 68.2 33.4 1.40
71.3 62.6 43.2|56.2 65.7 32.7 1.39
70.8 62.041.9/53.5 64.431.6 1.41
70.5 61.528.0/54.7 65.032.4 1.45
74.1 66.4 37.8/43.3 62.7 36.1 1.74
69.1 59.9 44.1 51.2 61.4 30.7 1.34

Figure 3: Localization metrics on ImageNet. OM: official metric; LE: localization error; F1: pixel-wise Fi
score; BA: box accuracy; SP: standard pointing game; EP: energy pointing game; SM: saliency metric.



OptiCAM: Results

Average Drop/Increase/Gain: () (@) (©)
Insertion/Deletion: &)

Object localization: (=)

Saliency maps are more spread out
Localization and interpretability are not aligned

Limitations of classification metrics



OptiCAM: Optimizing saliency maps for interpretability

Thank you

Questions ?

https://arxiv.org/abs/2301.07002
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METHOD AD| AGY AT

S BNSS\B| S BNSS\B| S BNSS\B
S:=B 672 - - 123 - - 192 - -
S=I\B 440 - - |28 - - 163 - -
Fake-CAM 0.5 67.2 441 0.7 23 2.8 42.0 9.2 18.9
Grad-CAM 15.0 72.6 52.1115.3 1.8 6.0 40.4 8.4 19.4
Grad-CAM++ 16.5 729 53.110.6 1.6 4.1 352 7.3 17.1
Score-CAM [2] 12.571.5 50.516.1 2.2 6.3 42.5 8.6 20.8
Ablation-CAM  15.1 72.8 52.113.5 1.7 5.6 39.9 7.8 19.0
XGrad-CAM 14.372.6 51.415.1 1.8 6.0 42.1 8.0 20.1
Layer-CAM 492842 744 277 04 12127 44 73
ExPerturbation [1]43.8 81.6 71.0 7.1 1.4 3.2 /189 5.6 11.1
Opti-CAM (ours) 1.4 62.5 34.866.3 8.7 25.892.5 18.6 47.1

Figure 4: Bounding box study. Classification metrics on ImageNet using VGG16. B: ground-truth box used
by localization metrics; /: entire image; S: saliency map. Bold: best, excluding Fake-CAM.
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Figure 1: Overview of Opti-CAM. Given an input image x, a fixed network f, a target layer £ and a class of interest ¢, we extract the feature maps from layer £ and obtain a saliency map Sy(x; u) by combining the feature maps (x)
with weights from variable u (5). After upsampling and normalizing, the saliency map is element-wise multiplied () with the input image and fed to f. We find u* maximizing /j(x; u) along the path highlighted in blue.

Abstract — RESNETSO  VGGI6 VIT-B DEIT-B RESNETS0 VGG16
Methods based on class activation maps (CAM) interpret predictions of Deep neural net- ADJAGTAITADJAGT AITADJAGT AITADLAGT AIT| 1T D{ |11 DL
works (DNN) by using a linear combinations of feature maps as saliency maps. By contrast, Fake-CAM 0.8 1.6 46.0/ 05 0.6 42.6 03 0.4 48306 0.3 44.650.7 28.1 46.126.9
masking-based methods optimize a saliency map directly in the image space or train another Grad-CAM 122 17.644.4/14.2 147 40.6 69.4 2.5 12.4335 1.7 125663 14.7 64.111.6
network on additional data to build it. Grad-CAM++ 129 16.042.117.1 10.233.486.3 1.5 1.0(50.7 0.9 72 66.0 14.7 62.912.2
We introduce Opti-CAM, combining ideas from CAM-based and masking-based ap- Score-CAM[2] 8.6 26.656.713.5 15.641.732.0 6.2 33.053.6 2.2 122657 163 62.512.1

e ol arormn s e ol ot ohtot b Attt b w s atei hfsTabs XGrad-CAM 122 17.6 44.4/13.8 148 41.288.1 0.4 43(80.5 0.3 4.1 663 147 64.111.7
progees ymap Ps, 8 Layer-CAM 156 150 38.848.9 3.1 13.582.0 02 2.9(88.9 0.4 2.6 67.0 14.2 583 6.4

optimized per image such that the logit of the masked image for a given class is maxi-
mized. We also study evaluation metrics and propose the Average Gain.Opti-CAM largely
outperforms other CAM-based approaches. We also show that localization and classifier

ExPerturbation [1] 38.1 9.5 22.5/43.0 7.1 20.528.8 6.2 24.4/60.9 2.0 8.5 70.7 15.0 61.115.0
Opti-CAM (ours) 1.5 68.892.8 1.3 71.292.7 0.6 18.0 90.1 0.9 26.0 83.562.0 19.7 59.211.0

Figure 2: Classification metrics on ImageNet validation set, using CNNs and Transformers. AD/AI/AG: aver-

interpretability are not necessarily aligned. 286 dropfh gain; /D) insertion/deletion; bold: best, excluding Fake-CAM.
Background METHOD RESNELSO RASIEIL]
0 OM| LE| F11|BAT SPt EPt SM||OM| LE| F1t BAt SPT EP SM/
CAM-based saliency maps are built as a linear combination of feature maps A; = f;'(x). Fake-CAM 63.6 54.0 57.7/47.9 9.8 28.5 0.98 | 64.7 54.0 57.7 47.9 9.8 28.5 1.07
For layer £ and class c, the saliency is =
Grad-CAM 72.9 65.849.8/56.2 69.8 33.3 1.30 | 71.1 62.342.0 54.2 64.8 32.0 1.39

Si(x (Z wf ﬁ) )

Grad-CAM++
Score-CAM [2]

73.1 66.1 50.4/56.2 69.9 33.1 1.29
72.2 64.949.6/54.5 68.7 32.4 1.25

70.8 61.944.3 55.2 66.232.3 1.38
71.2 62.545.3 58.5 68.233.4 1.40

Ablation-CAM ~ 72.8 65.7 50.2 56.1 69.933.1 1.26 713 62.643.2 56.2 65.7 32.7 1.39
where w are the weights of each channel and h an activation function. XGrad-CAM  72.9 65.849.8/56.2 69.8 33.3 1.30| 70.8 62.041.9 53.5 64.4 31.6 141
k ' Layer-CAM 73.1 66.050.1 5.5 70.033.0 1.29 1 70.5 61.528.0 54.7 65.032.4 145

Grad-CAM is defined with h = relu and weights

. - Ay,
wj, == GAP ((‘3/1}") 2 )

where GAP is global average pooling.

ExPerturbation [1] 73.6 66.6 37.5 44.2 64.8 38.2 1.59
Opti-CAM (ours) 72.2 64.847.3 49.2 59.430.5 1.34

74.1 66.4 37.8 43.3 62.7 36.1 1.74
69.1 59.944.1 51.2 61.430.7 1.34

Figure 3: L li: metrics on g
score; BA: box accuracy; S

. OM: official metri

ic; LE: locali:

error; Fl: pixel:

: standard pointing game; EP: energy pointing game; SM: saliency metric.
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CAM-based saliency maps are buill as a inear combination ol feature maps A; = j;(x).
For layer £ and class c, the saliency is

Si(x):=h (Z wm> , (1
k

where w{ are the weights of each channel and / an activation function.
Grad-CAM is defined with h = relu and weights

. dy,
W = GAP (Mz_) . o)

where GAP is global average pooling.

Score-CAM (2] is defined with ~ = relu and weights w§, := softmax(u°);, where u® is the
increase in confidence for class ¢ of the input image x masked by the saliency map:
Fx@n{up(4)e — f(Xe)e, ©)]

where © is the Hadamard product, up is upsampling and n the saliency map normalization.
Masking-based methods rely on optimization in the input space, like extremal perturba-
tions [1]. Optimization often takes the form

S¢(x) := arg max f(x @ n(up(m))). + AR(m). 4

ug

Here, a mask m is directly optimized and does not rely on feature maps of any layer. How-
ever, the optimization is complex and requires regularization.

Opti-CAM

As CAM methods, our saliency map is a combination of feature maps, but we optimize the
weights given an objective function. We use channel weights w;. := softmax(u)z, where u
is the variable. Our saliency map Sy is a function of input x and variable u:
Se(x;u) = Zsuftmax(u)k/lf. 5)
2
Given a layer £, we find the vector u* that maximizes the classifier confidence for class c,
when the input image x is masked according to saliency map Sy(x; u”):

u' = argmax Ff(xq u), where F{(x;u) i= g (f(x @ n(up(Six;w))))).  (6)
u
The saliency map Sy(x; u) is adapted to x by upscaling and normalizing. Finally we have
55(%) = Se(x; u*) = Se(x; arg max Ff(x; 1)), @

Figure 1 shows Opti-CAM, without details like upsampling and normalization. Optimiza-
tion takes place along the highlighted path from variable u to objective function Fy.

Results

Visualization of saliency maps on ImageNet and medical data are given in Figure 5.

Classification metrics: average drop/increase (AD, Al) measure the increase/drop of pre-
diction when masking the input image with the saliency map. Since a trivial solution Fake-
CAM exist, we propose to complete them with average gain (AG), see Figure 2.

Insertion (I) and deletion (D) iteratively insert/delete pixels from the input image and mea-
sure its impact on prediction, but these metrics favour small, compact saliency maps.

Localization metrics are often used to evaluate saliency maps, see Figure 3, but a network
decision does not only take the object into account but the context as well. We show how
bounding box, and background perform, when used as saliency map, see Figure 4.

Fake-CAM

63.6 54.057.7/47.9 99.8 28.5 0.98

64.7 54.057.7 47.9 99.8 28.5 1.07

Grad-CAM
Grad-CAM++

Score-CAM [2]

Ablation-CAM
XGrad-CAM
Layer-CAM

72.9 65.8 49.8/56.2 69.8 33.3 1.30
73.1 66.1 50.4 56.2 69.9 33.1 1.29
72.2 64.949.6 54.5 68.7 32.4 1.25
72.8 65.7 50.2/56.1 69.9 33.1 1.26
72.9 65.849.856.2 69.8 33.3 1.30
73.1 66.0 50.1 55.5 70.0 33.0 1.29

71.1 62.342.0 54.2 64.832.0 1.39
70.8 61.944.3 55.2 66.232.3 1.38
71.2 62.5 45.3 58.5 68.2 33.4 1.40
71.3 62.643.2 56.2 65.7 32.7 1.39
70.8 62.041.9 53.5 64.431.6 1.41
70.5 61.528.0 54.7 65.032.4 1.45

ExPerturbation [1] 73.6 66.6 37.5 44.2 64.8 38.2 1.59 | 74.1 66.4 37.8 43.3 62.7 36.1 1.74
Opti-CAM (ours) 72.2 64.847.349.2 59.430.5 1.34 69.1 59.944.1 51.2 61.430.7 1.34

Figure 3: Locali: metrics on Imag . OM: official metric; LE: locali: error; Fl: pixel-wise Iy
score; BA: box accuracy; SP: standard pointing game; EP: energy pointing game; SM: saliency metric.
ifcron ADJ AGH Al1
S BNSS\B S BNSS\B| § BNSS\B
& 672 - - 23 - -192 - -
S:=I\B 40 - - |28 - - [163 - -
ake-CAM 0.5 67.2 44.1 0.7 2.3 2.8 42.0 9.2 189
Grad-CAM 15.072.6 52.1153 1.8 6.0 %40.4 84 194
Grad-CAM++ 165729 53.1106 1.6 4.1 352 73 17.1
Score-CAM [2] 125715 50.516.1 22 6.3 42.5 8.6 20.8
Ablation-CAM  15.1 72.8 52.1 135 1.7 5.6 39.9 7.8 19.0
XGrad-CAM 143 72,6 51.415.1 1.8 6.0 JriZ.I 8.0 20.1
Layer-CAM 492842 744 27 04 12127 44 73

ExPerturbation [1]43.8 81.6 71.0 7.1 1.4 3.2 189 56 11.1
Opti-CAM (ours) 1.4 62.5 34.866.3 8.7 25.8 92.5 18.6 47.1

Figure 4: B box study. Classifi metrics on ImageNet using VGG16. B: ground-truth box used
by localization metrics; /: entire image; S: saliency map. Bold: best, excluding Fake-CAM.
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Figure 5: Saliency maps obtained on ImageNet (top two rows), Chest X-ray and Kvasir with VGG16.
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Masking-based methods

For a given image, optimize a mask for the image that maximize the probability
score of a given category.

Extremal perturbation perform optimization at the image level, with regularization




