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Model explainability is important for high-stakes decisions

Explainability, robustness, fairness and trust



Post-hoc interpretability through saliency maps

Given a model, an image and a category, what are the pixels that contributed the 
most to the decision.



Saliency maps and Class Activation Maps (CAM)

CAM-based methods compute weights to build a saliency maps as a linear 
combination of feature maps of a given layer.

CAM, GradCAM, 

GradCAM++, AblationCAM, 

layerCAM, ScoreCAM, etc.



OptiCAM: method

Image: x, network: f, target layer: l, class: c, feature maps: A 

Saliency map S is a combination of the feature maps, like CAM, with weights u. 

Saliency map is multiplied with the input image and fed to f. 

We find parameters maximizing F, measuring the logit of class c 









OptiCAM: Results

Average Drop/Increase/Gain: 🙂🙂🙂 

Insertion/Deletion: 🙁
Object localization: 😐 

Saliency maps are more spread out

Localization and interpretability are not aligned

Limitations of classification metrics



OptiCAM: Optimizing saliency maps for interpretability

Thank you

Questions ?
https://arxiv.org/abs/2301.07002
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Masking-based methods

For a given image, optimize a mask for the image that maximize the probability 
score of a given category.

Extremal perturbation perform optimization at the image level, with regularization


