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As for machine learning, computer vision has witnessed a fundamental change with the re-popularization of Deep Neural Networks (DNN) since 2012. Within a few years, DNN have been applied to various problems, such as image retrieval, object detection, instance segmentation, etc. These tasks benefit from the pre-training of networks on a large annotated corpus to obtain a superior visual representation that allows generalization and adaptation.

A large number of methods are based on intermediate representation learning to better encapsulate variation in parts of the data. In fine-grained recognition for instance, part-like representations are largely used [9, 2] and are clearly outperforming other methods. Chen et al. [3] introduce Prototype-agnostic Scene Layout to model scenes. Several detection methods propose to learn deformable models based on parts [4]. Detection of object proposals can also be used to improve image representation for retrieval [5]. While many methods use additional annotation such as bounding boxes, semantic part location, etc, several methods use only image-level labels or no supervision at all [10, 8, 11].

An additional benefit of these part-based methods is that the learned representations can often be visualized to gain understanding about inner workings of complex models. Recently, Chen et al. [2] improved interpretability by showing the contribution of latent parts to the final classification prediction.

This PhD aims at studying novel approaches to learn intermediate image representations. The objectives are to improve both recognition capabilities and interpretability of model predictions. While existing methods improve recognition and interpretability, several limitations remain: the computational cost, the inability to handle large datasets, complex optimization procedures, and the requirement for large amounts of annotation.

A first objective of this PhD is to address these limitations. Specifically, simple and efficient end-to-end methods will be investigated. Unsupervised representation learning will be investigated, adapting methods from self-supervised learning [1]. These methods will then be investigated to address a number of tasks and supervision settings, such as semi-supervised learning, metric learning, open-set recognition [7], few-shot learning, instance retrieval, and object detection.

A second objective is to produce better interpretation of model predictions. Several works enable interpretation, by using CAM [12] or grouping regions [6] for instance. Common part-based models already produce part-level information that can be linked to the classification prediction [2]. Following these works, improved methods will be investigated to learn intermediate representations that favour interpretability. Constraints will be considered on learned representations, so that these would be more discriminative, generative, binary, disentangled, etc. Such interpretation can help address other tasks with few or no labels and also help the user gain knowledge from data.
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