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Abstract. We consider a discretization based approach to controller synthesis
of hybrid systems that allows to handle non-linear dynamics. In such an ap-
proach, states are grouped together in a finite index partition at the price of a
non-deterministic over approximation of the transition relation. The main contri-
bution of this work is a technique to reduce the state explosion generated by the
discretization: exploiting structural properties of ODE systems, we propose a hi-
erarchical approach to the synthesis problem by solving it first for sub problems
and using the results for state space reduction in the full problem. A secondary
contribution concerns combined safety and liveness control objectives that ap-
proximate stabilization.

1 Introduction

The model of hybrid systems constitutes a very rich modeling framework as it allows
the combination of continuous and discrete-event dynamics. It is used in numerous ap-
plications such as the control of physical or chemical processes by computer programs,
avionics, etc. For such systems, except under strong restrictions on the continuous dy-
namics, the set of reachable configurations cannot be computed exactly. As a conse-
quence, numerous approximation techniques have been devised, with the objective of
building an abstract system for which analysis is possible. The basic setting of this work
is the discretization in both time and (continuous) variables of the system. In particular,
we allow arbitrary dynamics, and especially nonlinear ones. To simplify the presenta-
tion, we thus focus on the continuous dynamics, and do not consider general hybrid
systems, but simply systems of ODEs.

Most works related to hybrid systems are concerned with verification, and especially
focus on the approximate computation of the reachability set. We tackle here the (more
difficult) problem of controller synthesis. The purpose of this work is to progress in the
direction of realistic controller synthesis for nonlinear ODE systems. Given a plant (an
open dynamical system), controller synthesis aims at designing a system which interacts
with the plant in order to satisfy a given objective. A natural setting, which subsumes
standard safety and reachability objectives, consists of the design of a feedback con-
troller which allows to stabilize the system around a target configuration. There are two
main contributions of this work. One concerns the formalisation and algorithmic han-
dling of a pragmatic choice of control objectives that approximate the ideal of systems
stabilized under control. The other, the main objective, concerns a state space reduction
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approach that helps render the synthesis problem feasible despite combinatory explo-
sion in multi-variate nonlinear dynamics: a dedicated slicing technique is introduced
for controller synthesis to rapidly eliminate « hopeless » states from the search space.

The most widespread notions of games found in control applications are safety
games (such as Ramadge-Wonham games) where the controller is supposed to avoid
something bad from happening (by forbidding some controllable transitions), and reach-
ability games, where the controller is supposed to drive the system into a good state
within a finite amount of time. Consider the objective of stabilizing an inverted pen-
dulum in its vertical top position. With a game based approach, we would not know
how to express convergence as a goal, but for a given distance €, we can state that we
want the pendulum to reach a neighbourhood of radius ¢ around the desired point and
to stay forever within that region. We formalize these combined until and safety objec-
tives, and provide an efficient, on-the-fly, linear algorithm for solving such stabilization
games. This algorithm is derived from model-checking algorithms for the alternation-
free fragment of the propositional p-calculus [7, 12].

State-space explosion in the number of variables is inherent in discretization tech-
niques. To combat this problem, we propose an original hierarchical approach for the
controller synthesis problem. It amounts to identifying subsets of variables of the ODE
system whose dynamics is independent from all other variables. We formulize the in-
duced relation as a bisimulation, and prove that it ensures the preservation of control-
lability in the subproblems w.r.t. stabilization objectives we consider. More precisely,
winning states in the global problem are projected on winning states in the subproblems,
which allows a strong reduction of the state space explored for the global problem. For
simplicity, we only discuss ODE systems in the paper, but our work naturally applies
to periodic controller synthesis for hybrid systems. A prototype implementation is pre-
sented, and experiments conducted on the inverted pendulum case study prove the vast
improvement provided by this hierarchical approach.

Related work on hybrid systems in general and for the discretized approach in par-
ticular is vast. There is an obvious tradeoff between state explosion and non-determinism
when discretizing hybrid systems for state space analysis. When the synthesis fails, it
may not be clear whether this is due to the actual hybrid system or due to an overly
coarse discretization. Discrete-state abstractions of nonlinear systems have been con-
sidered in [2, 15], and the possibility of building as rough as possible abstractions by
successive abstractions has been explored [6, 1, 13]. The problem of controller synthesis
for nonlinear hybrid systems is also considered in [16], but only for safety objectives.
Finally note that the notion of hierarchy we consider in ODE systems in our approach
is not the same as hierarchical decomposition of controllers such as in [14].

Formalization of our notion of stabilization games is presented in Section 2. We
present the discretization of a nonlinear ODE system in Section 3. Section 4 contains
the presentation of our hierarchical approach, and Section 5 reports experiments.

2 Controller synthesis for stabilization games

A standard way of modeling the control of synchronous systems is a two player game
with alternating moves : for the duration of an interval, the controller can (determinis-



tically) set the control parameters and the system replies at the end of the interval with
a perturbed target, a non-deterministic response. The set of states thus decomposes into
a bipartite graph of controllable and uncontrollable states. We fix finite sets of environ-
ment actions X'g, controller actions X'¢, and atomic propositions I".

Definition 1 (Control Game Structure (CGS)). A CGS over (X'g, X¢,I') is a tuple
C = (Sg,Sc,T, So, \) where Sc is the set of controller states, Sg the set of environ-
ment states, S := SgWSc, a transition relation T C (SgxXgXxSc)U(SexXoxSk),
an initial state set So C S, and \ : S — 27 labels states by atomic propositions.

We require the environment to be deadlock free, i.e. for every s € S there exists at
least one (s,a,s’) € T and we require controller actions to be deterministic, i.e. for
every s € Sc and a € X there exists a unique s’ € Sg such that (s, a,s’) € T. For a
state s € S, we let #Succ(s) = |{s' € S| (s,a,8') € T forsome a € X U X }|.

The game is turn-based and played as follows: starting from a controller state s €
Sc, the controller chooses an action 0 € Y, which leads the system in a (single)
environment state s’ (as the controller actions are deterministic). Then, a turn of the
environment in state s’ € Sg consists of determining a state y such that (s’,0’,y) €
T for some ¢’ € Yg. Such an interaction builds a parh which is a finite or infinite
sequence p = (sg, a1, S1,0as,...) such that (s, ax+1, sg+1) € T for every k > 0 (we
do not require a path to begin with an initial state). To determine whether the controller
or the environment wins, a control objective is given as a set W of (winning) paths,
which defines which paths are winning for the controller.

Our work falls in the (well-studied) setting of parity games, which are memoryless
determined (see for instance [9] for details). As a consequence, and to simplify the
presentation, we directly focus on memoryless strategies (a.k.a controllers).

A (memoryless) controller is a mapping ¢ : S¢ — 2*¢ associating to a controller
state s € Sc a non-empty set of controller actions ¢(s). A path sg,aq,s1,a2,...1s
controlled by c iff for every s; € Sc we have a;11 € ¢(s;). Given a state s, we say
that a controller ¢ guarantees a control objective W from s iff every path p beginning
at s and controlled by c belongs to W. A state s is winning for control objective W iff
there exists a controller c that guarantees W from s. Finally, a control game structure is
winning for control objective W iff every initial state is winning for .

We recall the widely used operator CPre : 2% — 25 (controllable predecessors).
Intuitively, it aims at computing, given a set of target states X, the set of states from
which the controller can guarantee to end up in X in one step. More formally, we define:

CPre(X) ={s € Sc|3(s,a,8')€eT.s' € X}U{s € Sg|VY(s,a,s)eT.s € X}
Note that if s € S¢, there must exist a controllable action leading to X while if

s € Sg, we require that all possible successors for the environment must be in X.

2.1 Stabilization games

Basic control objectives We now consider more specific control objectives for hybrid
systems with initial conditions. We define two basic control objectives:



STAY: Given a set of states A C S, stay forever in the set A. Formally, we define:
WStay(A) = {,0 = (507611751,@2, . ) | VZ Z 05 S’i E A}

UNTIL: Given two sets of states AB C .S, reach a state of B in a finite number of steps
without leaving the set of allowed states A, where we require! that B C A. Formally:

Wuntica,By = {p = (50,01, 81,a2,...) | 3k > 0.5, € BAVO <i < k,s; € A}

Stay(C, A) denotes the set of winning states of C w.r.t. the control objective Wtay ()
and Until(C, A, B) denotes the set of winning states w.r.t. Wyniii(, 5y Intuitively, these
objectives correspond to the linear time temporal logic properties GA and AU B.

Fixpoint characterization These winning sets can be defined in terms of fixpoints of
operators over sets of states. Therefore, we define the two following operators:

OStay(A) (X)=An CPre(X) e8]
Ountila,B)(X) = BU (AN CPre(X)) )

Intuitively, to stay forever in A, the controller should own an action which leads him
to a winning state. This explains equation (1). To characterize Until(C, A, B) (equation
(2)), one starts from sets in B and computes the least fixpoint of states from which the
controller can reach such states, using again the CPre operator. Then, we obtain the
following fixpoint characterizations:

Stay(C7A) = ﬂ Ogtay(A)(S) and Un‘t”(c7 A7 B) = U OGI’“”(A,B) ((Z))

n>0 n>0

Here, we use the notation for the n-fold application of operators : O°(X) = X and
O"1(X) = O(0O™(X)). Note, that for the (finite) set lattice over .S the approximation
U,, O™(0) is equal to the least fixpoint of O, i.e. the least set S’ such that O(S’) = S’
and similarly (), O™ (.S) is equal to the greatest fixpoint.

Controllers’ computation For a state s € Until(C, A, B), we moreover define the dis-
tance between s and B as the least n such that s € Oﬁ;@ill( AB) (0). Notably, if s € B
its distance from B is 0. We denote by d(s, B) this value. In order to obtain controllers
from these winning sets, one can proceed as follows. Let A, B C S. We distinguish the

two objectives:

Stay(C, A): for a state s € Stay(C, A) N S, the controller has to choose any action
a € Y such that s’ € Stay(C, A) for the unique triple (s, a, s').

Until(C, A, B): for a state s € Until(C, A, B) N S¢, if s € B, then we do not need
a strategy for this objective. Otherwise, if s ¢ B, we must ensure progress towards
the set B. This can be guaranteed if the controller chooses an action a such that the
target state s’ (i.e. such that (s, a, s") € T) verifies d(s, B) < d(s, B). By the fixpoint
characterization of the set Until(C, A, B), this is possible.

! The practically relevant objective is Until(A, AN B), which is equal to Until(A, B) under this
assumption.



Stabilization objective Recall that in our setting, our objective is to synthesize a con-
troller for a dynamical system, which, starting from an intial configuration, leads the
system towards a desirable configuration. To express our stabilization objective, we
start from the two following properties: Goal is a set of goal states which describes
a neigbourhood around the desirable configuration, Allow is a set of allowed states,
which describes the legal configurations of the system. In the sequel, we assume that
the inclusion Goal C Allow holds.

Intuitively, we are interested in synthesizing a con-
troller which is able to guide the system from an ini- R
tial state, while staying in the set Allow, towards a state @
from which it can stay in the set Goal forever. We will /[\
express formally this objective using the operators Stay
and Until. In order to obtain efficient algorithms, we will
use computations starting from initial configurations.
We thus introduce some additional definitions. We formalize a subset of « reachable
» states from the initial condition while respecting the description of « allowed » states.
Formally, this set is defined as follows:

Acc(C,Allow) = {s € S| 3p = (so,a1,...,an_1,8,) such that s € Sy,
sp = sand Vi < n,s; € Allow}

We are now equipped to formalize the sets of states we are interested in:

Stabilize(C, Allow, Goal) = Until(C, Acc(C, Allow), Stay(C, Goal N Acc(C, Allow)))

Intuitively, it reads as Acc(C, Allow) U Stay(C, Goal N Acc(C, Allow)). Note that the
strategy for Stabilize is memoryless: it is a simple combination of the strategies for
Stay (for states in Stay) and Until (for the other states) indicated above.

For the reader familiar with the p-calculus, we note that Acc, Stay and Until can be
characterized by the following formulae:

Post(X)={s'€S|3sec Xst.s—s €T} 3)
Acc(C, A) : nX.SoV (AN Post(X)) 4
Stay(C, A) : vX.A A CPre(X) )

Until(C, A, B) : uX.BV (AACPre(X)) (6)

Note the identity CPre(X) = (X)X V [Yg]X. In particular, this allows to deduce a
p-calculus formula characterizing the states in Stabilize(C, Allow, Goal).

2.2 Algorithm for stabilization games

In the sequel, we present the (efficient) algorithm we used to solve the controller syn-
thesis problem. This algorithm is used for each “level” in the hierarchical approach in
Section 4.

This algorithm is derived from model checking algorithms for the alternation free
p-calculus, notably integrating concepts first published in [7, 12]. In [5], the authors



observe that these local algorithms can be used to decide reachability properties in
(un)timed games. We extend this observation to the more complex specifications we
consider here. This statement holds because the specification Stabilize can be expressed
as a propsitional p-calculus formula without alternation. This is a local algorithm, in the
sense that the exploration of the transition system is started from initial states, and that
the exploration of losing states is stopped.

The algorithm we consider is presented as Algorithm 1. Given a CGS C, and two
sets of states Goal, Allow such that Goal C Allow, this algorithm returns a pair of sets
of states, whose first component is Stabilize(C, Allow, Goal), and second component
is Stay(C, Goal N Acc(C, Allow)).

The algorithm consists of three phases:

1. the first while loop consists in a forward exploration of the reachability graph,
restricted to states in Allow. At the end of this phase, the list Passed exactly
contains the set Acc(C, Allow). In addition, the list NIG (standing for “Not In
Goal”) contains all the states outside Goal that can be reached from states in
Passed. Finally, the dependance lists (elements depend]s]) contain, for each state
s € Passed U NIG, the set of predecessor states in Passed.

2. the second while loop aims at computing the set Stay(C, Goal N Acc(C, Allow)),
via variable ST AY . Therefore, it proceeds in a backward propagation of states
of NIG, by exploring the reachability graph (restricted to states in Allow) in a
backward manner, using the dependency lists. States are added to the Waiting
list iff they are declared as losing. For environment states, this happens as soon
as a successor is losing, while for controller states, it occurs when no successor is
winning (a counter is used to check this).

3. the third while loop computes the set Stabilize(C, Allow, Goal), via variable
UNTIL. As in the previous case, it proceeds in a backward propagation. However,
the computation is dual: while for the computation of Stay (greatest fixpoint), the
propagation concerns losing states, for the computation of Until (least fixpoint), it
concerns winning states.

Note that the two first while loops can be merged, and thus performed simultane-
ously. In our implementation (see Section 5), we have given a higher priority to the
backward propagation, thus avoiding the exploration of some losing states. The third
loop must be performed once the second one has finished, as each edge will be ex-
plored only once, the status of the target state must be known when it is explored.

3 Nonlinear systems and discretizations

3.1 Nonlinear systems with inputs
We consider (possibly nonlinear) systems of ordinary differential equations:

Definition 2 (ODE system). A system of ordinary differential equations (ODE system
for short) is given by a triple O = (f,S,U) where U is a finite set of input parameter



Algorithm 1: Local Algorithm Local-Stabilize for a Stabilization Objective

Data: C = (Sg, S¢, T, So, A),Allow,Goal
Result: UNTIL = Stabilize(C, Allow, Goal); STAY = Stay(C, Goal N Acc(C, Allow))

Waiting < So; NIG «+ (; Passed «— 0

while Waiting # 0 do
s « pop(Waiting); Passed «— Passed U {s};
foreach (s,a,s’) € T do
if s' ¢ Goal then NIG «— NIG U {s'};
depend|[s’] < depend[s'] U {s};
if s’ € Allow A s’ € Passed then Waiting «+ Waiting U {s'};
end
end

Vs € Passed N Sc; counterc(s) «— #Succ(s);
Waiting — NIG; STAY «— Passed;

while Waiting # 0 do
s « pop(Waiting);
STAY — STAY \ {s};
if s € Sc then
foreach s’ € depend|s] do
| if s € STAY then Waiting — Waiting U {s'};
end
else
foreach s’ € depend|[s] do
counterc(s') « counterc(s') — 1;
if counterc(s’') = 0 then Waiting «— Waiting U {s'};
end

end
end

Vs € Passed N Sg, counterg(s) «— #Succ(s) ;
Waiting <« STAY; UNTIL « () ;
while Waiting # 0 do
s « pop(Waiting);
UNTIL — UNTIL U {s};
if s € Sc then
foreach s’ € depend|s] do
counterg(s') « counterg(s’) — 1;
if counterg(s’) = 0 then Waiting «— Waiting U {s'};
end
else
foreach s’ € depend|[s] do
| if s ¢ UNTIL then Waiting — Waiting U {s'};
end

end
end




values, S C R"™ denotes the state space of the system, and f : S x U — R" defines a
parameterized system of differential equations *:

= f(z,u), withz :R— S,ueU @)

A configuration of O is a pair ¢ = (x,u) € § x U. An initial value problem (IVP for
short) is a pair £ = (O, ¢g) composed of an ODE system O and a (initial) configuration
co = (o, up) of O.

In the sequel, to ensure the existence of a unique solution to the IVP, we assume
that for any u € U, the function f (-, ) is locally Lipschitz.

Definition 3 (Trajectory). Let O = (f,S,U) be an ODE system. Given an initial
configuration co = (o, ug) of O, a trajectory of an ODE system starting from cq is a
triple (Z, 0, X) where:

- I ={I;|0<k < N} isa sequence of intervals such that:
o if N = 400, then forall k € N, I}, = [ty,, t},] with t}, = tg41,
o if N < o0, then Iy = [tn,ty] or In = [tn,+00) and for all 0 < k <
N—-1,1I = [tk,tu with t;{ = {k+1,
e in both cases, the initial time is tyg = 0,
- 0 ={0k | 0 < k < N} is a sequence of elements of U such that g = g, and
- X ={xr | 0 < k < N} is a sequence of continuous, piecewise differentiable
Sunctions. For all 0 < k < N,xy, : I, — R" is the solution of the IVP (O, cx),
where, for k > 1, ¢, = (xg—1(tx), ok)-

We say that a trajectory is finite (resp. infinite) if N < 400 (resp. N = 400).

Intuitively, the controller acts on the value of the input parameter u. It has to decide
when to change this value (this defines the intervals 7) and which value has the input
(this defines the sequence o). Controller synthesis can thus be understood as the syn-
thesis of a mapping which, given the history of the system (a finite trajectory), gives the
timestamp of the next input change and the new value of the parameter.

Example 1 (An inverted pendulum). A cart of mass M carries an inverted pendulum of
length [ with a mass m at the end. The cart can be accelerated somehow by a horizontal
force F'. This classical control problem can be characterized by a system of four ODEs
including as variables 6, the angle of the pendulum relative to the vertical axis, and =z,
its horizontal position relative to some origin :

T = T2
F+(lw£21—94 cos x3).m.sin xg

T2 = M+m.sin? x3
T3 = T4

s g.sinacg.]M—cos;cg.F—&-(g—lwi.cosxg).m.sinafg
T4 = I.M+1.m.sin? x3

where 1 = z and 23 = 0

2 As usual, % denotes the first derivative of z.



3.2 Discretizations

As nonlinear differential equations cannot be solved in general, we will approximate
the system by a finite state system, which can be analyzed. Therefore, we first restrict
the behaviour of the controller by considering a discrete-time controller, obtained by
a sampling rate 7 € Q. This means that discrete changes on the value of the input
parameter u can only occur at timestamps in 7).N.

Then, it remains to approximate the infinite-state dynamics of the ODE system by
a finite-state one. In the sequel, we fix an ODE system O, together with an initial con-
figuration ¢y = (xo,up) of O and let £ = (O, ¢p) be the resulting IVP. We assume
that the state-space S of the system is given by a hyper-rectangle I; x --- x I, of
R™. This assumption is not restrictive for standard ODE systems. Then, we consider
a mesh of the state-space obtained by the product of partitionings of each interval I,
with 1 < j < n. More precisely, we consider, for each 1 < j < n, a partitioning P; of
I;. This yields a finite state abstraction of the infinite state space of the system. Follow-
ing definitions introduced in Section 2, we aim at obtaining a control game structure
C(€) = (Sg,Sc, T, So, A) over some alphabets (Xg, X, ).

In this definition, the controller chooses the value of the input parameter, by choos-
ing a letter in Y. On the other side, the environment resolves the non-determinism
associated with the ODE system. In particular, we do not need to label the transitions
of the enviroment. This yields the following definitions:

Sc = I}, P; Yo=U
Sg=S5cxU Xg = {e}, for some letter e
So = {(ro,u0)} where 7 is such that zo € 7o

Transitions of the controller are the following ones:
TNSc x Yo xSg={s%(s,u) |ucUsecSc}

Regarding transitions of the environment, we want to approximate, given a cell of the
mesh (i.e. a partition of S), and a value of the input, the reachable cells after a delay of
7) time units. Note that the assumption that for each value of w, the function f(-, ) is lo-
cally Lipschitz ensures the existence and the unicity of a solution to the IVP associated
with the ODE system. However, as we consider here as possible initial values any value
of a given cell (and a single value of ), there are infinitely many such problems. As a
consequence, different cells can be reached from a single one. The problem of the com-
putation of these successors has already been studied by several authors: interval nu-
merical methods [10], standard mathematical techniques based on the evaluation of the
Lipschitz constant [3], simulation of the system based on sensitivity analysis [8]... We
do not detail here how such approximations can be obtained, as this is orthogonal to
the purpose of this paper. However, to obtain a sound method, the transitions of the
finite-state system should over-approximate the transitions of the ODE system:

Definition 4 (Sound over-approximation). Let £ = (O, ¢y) be an IVP. The CGS
C = (Sg,Sc,T, S, A) is a sound over-approximation of £ if it satisfies the following

property:
V(s,u) € Sg,Vzo € s, let x(t) be the unique solution to the IVP (f,zo,w). Then for

any s' € S such that x(n) € §', we have (s,u) < s’ € T.
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Finally, we define the labelling function A. Given a set of atomic propositions I,
interpreted as subsets of S by a given mapping x, we define \ as follows:

VyeT,Vs e Sc,v € Xs) <= snx(y)#0

We extend this mapping over Sg by letting A(s,u) = A(s) for any u € U. This is
coherent as propositions in " are intended to express properties over states but not over
parameter values. The above definitions ensure that the discretized CGS built from the
partitionning of the state space simulates the behaviour of the ODE system:

Proposition 1 (Simulation). Let O = (f, S, U) be an ODE system, cq be a configura-
tion of O, and C be a CGS that is a sound over-approximation of € = (O, ¢y). Then, for
any trajectory (Z,0,X) of O such that any interval I € T is of the form [kn, (k + 1)n)]
Jor some k € N, there exists a path p = (so, a1, 51, a2, ...) in C such that o = (a;);,
and for each i, we have x;(t;) € s;.

Assume that the partitionings P; are compatible with the properties labelings ¥,
in the sense that for any s € Sc and any v € I', we have s N x(y) # 0 if, and
only if, s C (). Then the property of simulation entails that if we can synthesize a
controller for the CGS C w.r.t. some control objective, then this controller can be used
as a discrete-time controller for the ODE system O w.r.t. the same control objective. The
only difference is that the atomic properties are ensured only at sampled timestamps.

4 Hierarchical approach to controller synthesis

In this section, we present an original approach for the analysis of the discretizations of
ODE systems. In principle, the discretization explodes with the number of variables.
Our technique exploits dependencies between variables of the system to first solve
smaller subsystems and then use the analysis results to dramatically reduce the size
of the state space to explore with the full set of variables.

4.1 Abstractions preserving controllability

We present a particular abstraction used in the sequel, which is a bisimulation w.r.t. pos-
sible transitions, but only a simulation w.r.t. properties satisfaction. Within this setting,
C, can be seen as an abstraction of the system C.

Definition 5. Consider two CGSC; = (S%, S, T*, S§, \Y), and let S* = S, W S for
i = 1,2. We consider a surjective mapping o : S' — S?, and the associated relation
R C S x S? defined by s1 R s iff a(s1) = so.

We say that o yields a property asymmetric bisimulation relation R if, and only if,
for any pair s1 R s:

1. either s1 € S(lj and s € S%, orsy € S}; and sy € S’%,

2. ifs1 € S(%, then also so € 53,

3. foranyy € I, if v € A (s1), then also v € Aa(s2),

4. for (s1,a,s)) € T there exists sl such that (sa,a,sh) € T? and s} R s, and
5. for (sa2,a,sh) € T? there exists s such that (s1,a,s)) € T and s R sb.
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The following proposition states that winning states of the abstract system cover the
winning states of the concrete one. This property can be seen as a particular instance of
the properties of zig-zags bisimulations, see e.g. [4].

Proposition 2. Let C;, i = 1,2 be two CGS, and o : S' — S? be a mapping vielding
a property asymmetric bisimulation relation. Let® ~y,~' € I'. Then we have:

Stay(Cy,v) € o *(Stay(Cz,v)) and Reach(Cy,v,7') € o~ *(Reach(Cz,v,7"))

Proof (Sketch). We first prove the following property:

a(Post; (X1)) C Posty(X3)

TXLC 51 Xe € 55 0(Xh) € X = {O‘(Cprel(Xl)) C CPrey(X2)

where Post; (resp. CPre;) denotes the operator Post (resp. CPre) in the CGS C;. These
properties easily follow from points 1., 4. and 5. of Definition 5. As a consequence,
this entails «(Acc(Cy,7y)) € Acc(Cz,7). Indeed, the property holds for initial states
(point 2. of Definition 5). Second, consider the characterization of sets Stay(C;,~) and
Reach(C;,~,~’) by fixpoints presented in Section 2. We will prove the result by induc-
tion on the number of iterations of the fixpoint computation. Initially, the property holds
for atomic properties by point 3. of Definition 5, and for the set of reachable states by
the above result. The induction follows from the above property of CPre;. O

4.2 Hierarchical abstractions in ODE systems

Formally, we consider an ODE system O = (f,S,U) over real variables x1, ..., %,
to be as follows: '

Tr] = fl(xl,. .. ,xn,u)

x'n = fn(xla .. axnau)

where foreach 1 < ¢ < n, f; : § x U — R is supposed to be locally Lispchitz
(notations are taken from Section 3).

Definition 6 (Dependency). Let i,5 € {1,...,n}. We say that mapping f; does not
depend on variable x; iff for any y,y' € R™ such that yj, = yj, for all k # j, we have
fi(y) = fi(y'). Otherwise, we say that f; depends on x;.

In particular, for standard ODE systems in which mappings f;’s are given by explicit
expressions involving polynomials, sine, cosine, ..., the mapping does not depend on
a variable as soon as it does not appear in this expression. For instance, regarding the
inverted pendulum example, one can note that mappings f3 and f; only depend on
variables x3 and x4.

Definition 7 (Independent subset of variables). Let J C {1,...,n}. We say that
the subset of variables J is independent if the subsystem obtained by the restriction to
variables {x; | j € J} constitutes an independent subsystem, i.e. iff for any j € J,
mapping f; only depends on variables in the set {z; | j € J}.

? For readability, we shortcut \;y by simply « in the expression Stay(C;, A;(v)) and similarly
for Reach.
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For the example of the inverted pendulum, there are four independent subsets of
variables : @, {$37 1‘4}, {ZC27 T3, I4} and {Il, T2,T3, I4}.

Proposition 3. The independent subsets of variables of an ODE system is a complete
lattice.

Definition 8. Let O be an ODE system. We denote by L(O) the complete lattice of its
independent subsets of variables. In addition, given J,J' € L(O), we write J' < J iff
J" C J, and there does not exist a set J" € L(O) such that J' C J" and J" C J.

Definition 9. Consider an IVP € = (O, ¢y), and a set of partitionings Pj, for 1 < j <
n. For any set J € L(O), we denote by C (&) the discretization of the subsystem of O
restricted to J, w.r.t. partitionings P;, with j € J.

Let J,J' € L(O) such that J' C J. We denote by 7 ;_j the projection from states of
C;(&) to states of Cj:(E) obtained by erasing components of J not in J'. We simply
write Ty to denote the projection wgy . ny,J-

The following Lemma states that independent subsets of variables can be used for
hierarchical computations:

Lemma 1. Let J,J' € L(O) such that J' C J. The mapping 7 ; j: yields an asymmet-
ric property bisimulation relation between C;(E) and Cj:(E).

Proof (Sketch). Let R denote the relation associated with 77 ;7. We have to prove that
R satisfies point 1. to 5. of Definition 5. Points 1. to 4. easily follow by definition of a
projection mapping, and would be true for any sets .J, J' such that J’ C J. Point 4 holds
because J and J' are independent subset of variables. This implies that any trajectory
(Z’,0', X’) in the ODE system O restricted to J’ can be extended into a trajectory
(Z,0,X) in O restricted to J whose projection on J’ coincides with (Z/,0’, X'). O

Algorithm 2: Hierarchical Algorithm for the Synthesis w.r.t. Stabilization Objectives

Data: £ = (O, ¢p), Allow, Goal
Result: Stabilize(C(&), Allow, Goal)
Compute the lattice £(O) ;
foreach J € L£(O), ordered by increasing size do
A — 7 (Allow) N, -, 75 5 (U));
G — m;(Goal) N ﬂJ,<JWi},,(S(J’));
(U(J),S(J)) < Local-Stabilize(C;(€), A, G) ;
end
Return U({1,...,n});

This allows us to derive Algorithm 2, which first solves the control problem for
smaller sets of variables, and uses the results to limit the domain explored by further
resolutions of the control problem: compute incrementally for all independent subsets
bottom up the set of winning states for Stay and Until objectives, and exploit the asym-
metric bisimulation and property inheritance (Proposition 2) to eliminate states from
these two sets if they are not in Stay or Until in the projection.
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This approach allows, based on the analysis on subsets of variables, to reduce the
exploration space by observing what happens in the projection. To understand this intu-
itively, let us consider the independent subsets of the inverted pendulum. If the control
objective is to go to a certain position and keep the pendulum close to the vertical po-
sition, three different problems have to be solved : first we solve the problem only for
angular speed and position which means to solve the problem of balancing the pendu-
lum independently of the vehicle movement. If, afterwards, the problem is extended to
include vehicle speed and then vehicle position, states for which it is not possible to bal-
ance the pendulum are immediately removed from the sets of candidates with additional
objectives for the position.

STAY Position of initial
10 - ' theta state at lowest
dtheta o potential 7

wl  UNTIL

3 © 4 2 0 2 4 6 8

Fig. 1. A strategy simulation for a swing up and a representation of winning states

5 Experiments

We have realized a prototype implementation of the algorithms described in this paper
and demonstrate its capacities using the example of the inverted pendulum.

As an illustration of what can be achieved with specifica- -
tions, we consider the “swing up” problem: we suppose that the T
pendulum is initially hanging at its lowest potential energy (see  : !
image on the right) and we ask for a controller which lifts it
to the vertical upright position. Figure 1 at left shows a sim- % BE
ulated trajectory obtained from a synthetized controller which
illustrates how the angle 6 of the pendulum is raised from the i
lowest position (radiant angle ) with several swings before stabilizing with tiny oscil-
lations at the vertical position (radiant 0). The image on the right shows the winning
sets Stay (black) and Until (gray and black) for the stated swingup problem, a small
box indicates the initial configuration.

Concerning the reduction potential of the hierarchical algorithm, we give sample
figures for the synthesis of a controller limiting all four variables of the pendulum.
We count in particular the number of states explored with and without the hierarchical
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approach. The third line (exploration ratio, ef”pé‘;rle‘i x 100) gives an impression of the

advantage of the combined local and hierarchical approach over a global approach:
for the biggest example, only 11% of the states are visited. The difference of the local
approach with and without hierarchy is explored in the fourth and fifth line: using results
from {x3, 24} in the computation for {xs,z5,24} allows a state space reduction of
48%. Data for {x1, x2, x5, 24} without the hierarchical approach is not available since
it was beyond our current implementation and available hardware.

{ws, x4} | {22, w3, w4} {21, X2, 3, 24}
|SE N Allow||1.049.600(136.448.000| 6.822.400.000
|Sc N Allow| 25.6001 3.328.000 166.400.000
explored part of Sc N Allow| 17.616 815.643 18.261.684

exploration ratio 68% 24% 11%
explored without hierarchy| 17.616| 1.571.127 n/a
savings by hierachical approach 0% 48% n/a

[Sc N Stay][  1.683 50.787 1.305.059
|Sc N Until||  10.121|  432.547 9.678.467

Optimizations in the prototype. We discuss some of the optimizations we introduced
in the prototype to make it work with case studies of the size of the pendulum.

The first two while loops of 1 can actually be merged and combined with a com-
putation of Stay(C, Allow N Acc(C, Allow)). This combination has the advantage of
avoiding the exploration of certain states and making the algorithm a bit more local.

It turned out that an explicit representation of depend|[s] by lists creates a major
bottleneck in terms of memory usage: looking at the figures for Sg in the table, one can
understand why, there are billions of transitions involved over which backward propa-
gation may take place. The experiments shown here therefore add a symbolic overap-
proximation technique that allows to safely track supersets of the actual predecessors.
Using these supersets in backward propagation is like adding non-determinism to the
environment, thus, if a controller with this overapproximation exists, so does one for
the case without.

In the future, we want to look into the possibility of optimizing memory usage of
the algorithms by exploiting more knowledge about the structure of the state space.

6 Conclusions and future work

We have developped an approach for the synthesis of stabilizing controllers of hybrid
systems that exploits the structure of differential equations for state reduction.

The combinatory explosion due to the non-deterministic overapproximation intro-
duced by discretization is the big challenge and many techniques must be combined
to make such approaches realistic. In our experiments, we found that the slicing ap-
proach helps in finding good abstractions for the independent variable subsets before
going to more complex levels. This is orthogonal and complementary to compositional
approaches such as [14] which are needed if one wants to synthesize controllers for
complex systems: in hybrid systems there are limits to decomposition and this is where
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our slicing type approach can help. Another promising direction is the use of counter-
example guided refinements for controller synthesis [11].

The reduction approach uses a notion of bisimulation for its correctness and the
algorithms are fundamentally based on a certain fragment of the p-calculus [4] : for-
mulae without negation on the properties. The hierarchical reduction framework is thus
open for extension to a much larger class of properties which can be expressed in the
alternation free fragment of the p-calculus, and it is not difficult to extend the proofs in
Section 4 to a more general case.

In the future, we want to extend our work to the case of control objectives changing
with time while preserving stabilization in the sense we use it here.
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