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Labeled Transition Systems

A LTS is a pair (P, {—2+}.c1) where
» P is a countable set of states,
» [ is a countable set of labels, or atomic actions,

» —23 C P x P is the a-transition relation.
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Modal p-Calculus

The modal p-calculus extends Hennessy-Milner Logic with least
and greatest fixed points:

Fu=FVF|FAG]|(a)F | [a]F|X|uX.F|vXF

Matteo Mio FICS 2010



Modal p-Calculus

The modal p-calculus extends Hennessy-Milner Logic with least
and greatest fixed points:

Fu=FVF|FAG]|(a)F | [a]F | X | puX.F|vX.F
The semantics of a formula [Kozen 1983] is a map:
[F1,: P—=A{T. L} =P(P)
[X1, = »(X)

Matteo Mio FICS 2010



Modal p-Calculus

The modal p-calculus extends Hennessy-Milner Logic with least
and greatest fixed points:

Fu=FVF|FAG]|(a)F | [a]F | X | puX.F|vX.F
The semantics of a formula [Kozen 1983] is a map:
[F1,: P—={T.L} =P(P)
[X1, = »(X)
[FvéG],=1[Fl,ul6c],

Matteo Mio FICS 2010



Modal p-Calculus

The modal p-calculus extends Hennessy-Milner Logic with least
and greatest fixed points:

Fu=FVF|FAG]|(a)F | [a]F | X | puX.F|vX.F
The semantics of a formula [Kozen 1983] is a map:
[F1,: P—={T.L} =P(P)
[X1, = »(X)
[FvéG],=1[Fl,ul6c],

[a)F1, () = | | [FI,(a)

Matteo Mio FICS 2010



Modal p-Calculus

The modal p-calculus extends Hennessy-Milner Logic with least
and greatest fixed points:

Fu=FVF|FAG]|(a)F | [a]F | X | puX.F|vX.F
The semantics of a formula [Kozen 1983] is a map:
[F1,: P—={T.L} =P(P)
[X1, = »(X)
[FvéG],=1[Fl,ul6c],

[a)F1, () = | | [FI,(a)

[1X.F], = Ifp of the functional Af.[F] s/ x
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[[F]]p P —={T, 1}

[X1, = »(X)

[F v G]]p = [[F]]pl_l [[G]]p
o [FA G]]p = [[F]]pl_l[[G]]p

[a)F, () = || 171, (@)
e 1AL, () = [ IF1, (a)

[[,uX.F]]p = Ifp of the functional \f. [[F]]p[f/x]
° |[VX.F]]p = gfp of the functional A\f. [[F]]p[f/X]
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One can define a negation operator ~by induction as follows:

> ~(FV G)=~F A~G

> ~(FAG)=~FV~G

> ~((a)F) = [a] ~F

> ~([a] F) = (a) ~F

> ~(1X.F) = vX. ~F[~X/X]

> ~(UX.F) = pX. ~F[~X/X]
| 2 NNX = X

Fact: [~F] (p) = ~([F](p))
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c AP,
2 SN b
@° O ©
[x1, = p(X)
[F v G]]p _ |[,:]]p L |[G]]p [(b)a] (p) =T
[@F1, () =[] IF,(a)
[ FL, () = [ 1F1, (@)
|[uX.F]]p = lljfp—gc\’f. [[F]]p[f/X]
|[uX.F]]p = gfp Af. [[F]]p[f/x]
|[tt]]p = T
|[ff]]p = Ax.L
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[(6] #1 (s)
[(b] (a)2t] (s) =T
[la] ()] (s) = L

[vX.[b](a)X] (p) = T
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c_(P) 5
5 b
@° O ©
[X1, = p(X) -
o, - e o]
(&7,¢) = L] 11, [(5)(8)2] (p) = L
P29 [(b)tt v (b)(b)te] (p) = T
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— 6] I (s) =T
[uX.F, = 1o A TF] [[b] (a)tt] (s) =T
[vX-Fl, = &fp A [Flpx [la] ()] (s) = L
[], = AT [vX.[b](a)X] (p) =T
[71, = Al [uX.[6] ()X] (p) = L

Matteo Mio FICS 2010



2 Player Game Semantics

The modal p-calculus has a complementary game semantics
(Emerson and Jutla 1991, Stirling 1996)

A game is an infinite directed graph (V, E). The states v € V of

the game are pairs (p, G). E is defined using the structure of
G.

(p, Fv G) (p, ,uX.G) (p,X) p,(ayF
X

p,F) (p,G (p, G) (p,uX.G) (q, F) (r, F)
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A Play is a (finite or infinite) path 7 in the Game.
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Determinacy of Gale-Stewart Games [Martin 1975]:
Either P; has a winning strategy or P> has a winning
strategy.

Matteo Mio FICS 2010



A Play is a (finite or infinite) path 7 in the Game.

The objective for Py is a particular function
V:PATHS — {T,1}

Py has a winning strategy in v if 301.Yo2.V(7y, ) = T.
P has a winning strategy in v if 302.Vo1. V() ) = L.

Determinacy of Gale-Stewart Games [Martin 1975]:
Either P; has a winning strategy or P> has a winning
strategy.

The game semantics of the formula F is the map
(F):P— {L, T} defined as

(F)(p) =T if Py has a winning strategy in (p, F)
(F)(p) = L if P> has a winning strategy in (p, F)
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example

O
a a b
@ O ©

[vX.((a)tt A (b){a)X)] (p) = 7
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Probabilistic LTS

A PLTS is a pair (P, {—2+}.c.) where
» P is a countable set of states,
» [ is a countable set of labels, or atomic actions,

» —23 C P x D(P) is the a-transition relation.
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Probabilstic Modal p-calculus

The Probabilistic modal p-Calculus, was introduced in
» Huth and Kwiatkowska 1997
» Mclver and Morgan 2003
» de Alfaro and Majumdar 2004

as a logic for expressing properties of PLTS:
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Probabilstic Modal p-calculus

The Probabilistic modal p-Calculus, was introduced in
» Huth and Kwiatkowska 1997
» Mclver and Morgan 2003
» de Alfaro and Majumdar 2004

as a logic for expressing properties of PLTS:

It has the same syntax of standard p-calculus:
Fu:=FVF|FAG|(a)F | [a]F | X | uX.F | vX.F
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The semantics of a formula is: [F],: P — [0,1] = D{T, 1}
[X1, = »(X)
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The semantics of a formula is: [F],: P — [0,1] = D{T, 1}
[X1, = »(X)
[F v 6, = [F1, ULl
[F 1 61, = [F1, 7€l
[1X.F], = Ifp of the functional Af.[F] ¢/ x
[vX.F], = gfp of the functional Af.[F] /x|

[a)F], (p) = || TFI, (o)

a1 F1,(p) = [] [F1,(e)
where [F1, ()= 3 a(p) - [F], (p)
pEsupp(c)
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Examples

[@F1, () = L] IF, () [(a)et] (p) = 1
[a1F1,(p) =[] [F1,()

[Fl,(0) = > ap)-1F1, (p)

[4], _

[71, = .0
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Remark 1: The following equality holds:

[~F1,(p) = 1-(IF1, (p))
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Remark 1: The following equality holds:

[~F1,(p) = 1-(IF1, (p))

Remark 2: at early stages [Huth and Kwiatkowska 1997] of the
development of this logic, different semantics were proposed:

[FAGl,=1[F1,M[6],
[F ~cl, =1F1, 161,
[FvG], = min{l,[F],+[G],}
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2 Player Probabilistic Game Semantics

A game semantics for the probabilistic u-calculus was proposed in
[Mclver and Morgan 2003].
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A game semantics for the probabilistic u-calculus was proposed in
[Mclver and Morgan 2003].

p,FAG p,vX.G) (p, X

Lo/
(Eé é@ @9 @X0 @H EH
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The outcome of the game is a (finite or infinite) path 7 in the
Game.
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The outcome of the game is a (finite or infinite) path 7 in the
Game.

Again, the objective is a function V: PATHS — {L, T}

A pair of strategies, determines a Markov Chain in the game:
Markov Play.

Note: A Markov Chain determines a unique probability measure
over the set of paths in the game.
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The outcome of the game is a (finite or infinite) path 7 in the
Game.

Again, the objective is a function V: PATHS — {L, T}

A pair of strategies, determines a Markov Chain in the game:
Markov Play.

Note: A Markov Chain determines a unique probability measure
over the set of paths in the game.

The probability (in MY

01,02

) of the winning paths for P; is:

MY

Vs 5o (VHTY)

01,02

Idea: When the two Players play accordingly with (o1, 02)
Player 1 wins with probability VY

01,02
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There is no more notion of a winning strategy for a Player.
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There is no more notion of a winning strategy for a Player.

There are two natural quantitative values we can assign to the
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1.
|_||—|V[‘;1,g2 . the (limit) probability of winning for P;, when
g1 02
he declares his strategy first, and then
waits for a counterstrategy o».
2.

|—||_|V(‘;1702 . the (limit) probability of winning for Py, when

gy O1
P> declares his strategy first, and then
P1 gives a counterstrategy o».

Matteo Mio FICS 2010



There is no more notion of a winning strategy for a Player.

There are two natural quantitative values we can assign to the
nodes v of a game.

1.
|_||—|V[‘;1,g2 . the (limit) probability of winning for P;, when
g1 02
he declares his strategy first, and then
waits for a counterstrategy o».
2.

|—||_|V(‘;1702 . the (limit) probability of winning for Py, when

gy O1
P> declares his strategy first, and then
P1 gives a counterstrategy o».

Determinacy of Blackwell Games [Martin 1998, Maitra and
Sudderth 1998]: 1 =2
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For each v € V,

def|_||—| 01,00 |—||_| 01,02

o1 02 oy 01

is called the value of the game at v.
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For each v € V,

V) E LMV =1L Voo

g1 02 02 01

is called the value of the game at v.

Fact 1: No optimal strategies! only e-optimal strategies.

Fact 2: unbounded amount memory is needed, in general!

The game semantics of the formula F is the map (F) : P — [0,1]
defined as

(F)(p) < V((p, F))
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The game semantics of the formula F is the map (F) : P — [0,1]
defined as
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The game semantics of the formula F is the map (F) : P — [0,1]
defined as

(F)(p) < V((p, F))

Question: Vp.[F](p) = (F)(p)?

Partial Answer [Mclver and Morgan 2003]: YES, if the PTLS is
finite.
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The game semantics of the formula F is the map (F) : P — [0,1]
defined as
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The game semantics of the formula F is the map (F) : P — [0,1]
defined as

(F)(p) < V((p, F))

Question: Vp.[F](p) = (F)(p)?

Partial Answer [Mclver and Morgan 2003]: YES, if the PTLS is
finite.

Full Answer [This Contribution]: YES.

The proof uses a technique recently introduced in [Fischer, Gradel
and Kaiser 2009]

Matteo Mio FICS 2010



example

Matteo Mio FICS 2010



example

Matteo Mio FICS 2010



example

Matteo Mio FICS 2010



Proof Technique
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> Step 2: ||, (F)pe = (uX.F),
> UalFDpe < (uX.-F)p
> Ua(Fhpn = (uX-F)p

by building e-optimal strategies.

Let v the smallest ordinal such that

(]FDPA" = (]FDp‘/+1 — I—Iu,(]FDP”"

IN

direction: We turn Player 1 e-optimal strategies of ( F ), into
e-optimal strategies of (uX.F|),.
Intuition: Player 1 wins in (uX.F), at least as in (F|),

v

direction: We turn Player 2 e-optimal strategies of ( F ), into
e-optimal strategies of (uX.F|),

Intuition: Player 2 wins in (pX.F ), at least as in (F),,

i.e. Player 1 loses (uX.F ), at least as in (F),.

Matteo Mio FICS 2010



v

L. de Alfaro and R. Majumdar. Quantitative solution of
omega-regular games. Journal of Computer and System
Sciences, Volume 68 , Issue 2, pages 374 397, 2004.

» D. Fischer, E. Gradel, and L. Kaiser. Model checking games
for the quantitative u-calculus. In Theory of Computing
Systems. Springer New York, 2009.

» M. Huth and M. Kwiatkowska. Quantitative analysis and
model checking. In LICS 1997, page 111, Washington, DC,
USA, 1997. IEEE Computer Society.

» A. Mclver and C. Morgan. Results on the quantitative
p-calculus gmu. ACM Trans. Comput. Logic, 8(1):3, 2007.

v

C. Stirling. Modal and temporal logics for processes. Springer
(Texts in Computer Science), 2001

Matteo Mio FICS 2010



