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#### Abstract

We study lattice path matroid polytopes using their alcoved triangulation. We characterize Gorenstein lattice path matroid polytopes, yielding a new class of matroids satisfying the unimodality conjecture of de Loera, Haws, and Köppe. Further, we characterize matroids whose polytopes are order polytopes as a special class of lattice path matroids, called snakes. Finally, we give combinatorial interpretations of the volumes and $h^{*}$-vectors of lattice path matroids of rank 2 based on their snake decomposition.


## 1. Introduction

Matroids originally arose as a combinatorial axiomatization of the concept of independence from linear algebra. They are at the core of many branches in mathematics such as graph theory, polyhedral geometry, optimization, and algebraic geometry (see [2,37,38]).
A matroid is a pair $M=(E, \mathcal{B})$ where $E$ is a finite set and $\mathcal{B}$ is a non-empty collection of subsets of $E$ satisfying that for all $B_{1}, B_{2} \in \mathcal{B}$
if $b_{1} \in B_{1} \backslash B_{2}$, then there is $b_{2} \in B_{2} \backslash B_{1}$ such that $B_{1} \backslash\left\{b_{1}\right\} \cup\left\{b_{2}\right\} \in \mathcal{B}$.
The set $E$ usually is identified with $[n]:=\{1, \ldots, n\}$ if $|E|=n$, and we refer to it as the ground set of $M$. The elements in $\mathcal{B}$ are the bases of $M$. It can be shown that each element in $\mathcal{B}$ has the same size, say $k$, and we say in this case that the $\operatorname{rank} r(M)$ of $M$ is $k$. A matroid $M=([n], \mathcal{B})$ can also be characterized geometrically via its matroid (base) polytope $P_{M}$. The vertices of $P_{M}$ are given by $\left\{e_{B}: B \in \mathcal{B}\right\}$ where $e_{B}:=\sum_{i \in B} e_{i}$ and $\left\{e_{1}, \ldots, e_{n}\right\}$ is the canonical basis of $\mathbb{R}^{n}$. In view of this, we sometimes think of $M$ as being $P_{M}$, and vice versa (see [21]).


Figure 1. Classes of polytopes studied in this paper.

Our manuscript contributes to the study of a particular class of matroids known as lattice path matroids (LPMs), via the study of their matroid (base) polytope. In order to achieve our objectives we explore LPMs in relation with other families of polytopes (see Figure 1), so that we extract features from those other families and adapt them to LPMs. In this manuscript we only focus on matroid base polytopes, and thus we just write matroid polytopes.
LPMs were introduced in [9]. Many different aspects of LPMs have been studied in the literature: excluded minor characterizations [10], algebraic geometric notions [19, 41, 42], the Tutte polynomial [9,27,35], matroid quotients [5,17]. Also, the face structure of LPMs has been studied in [1,6].
From the combinatorial point of view, a lattice path matroid $M=([n], \mathcal{B})$ of rank $k$ is such that any $B \in \mathcal{B}$ can be thought as a monotone lattice path from $(0,0)$ to $(n-k, k)$ as follows: $B$ is the lattice path whose $i$-step is north if and only if $i \in B$. There are two particular bases $U$ and $L$ of $M$ such that, as lattice paths, they determine a bounded region such that all the lattice paths from $(0,0)$ to $(n-k, k)$ within this region, are in bijection with the bases of $M$. In view of this, the region determined by $U$ and $L$ is called the diagram of $M$. Therefore, such a lattice path matroid $M$ will be denoted $M=M[U, L]$, see Figure 2 for an example.
The class of LPMs includes the class of Schubert matroids (set $L$ to be first all east, then all north) and uniform matroids (the diagram is a rectangle).
We say that an LPM is a snake if its diagram does not contain $(2 \times 2)$-grids. A snake $S$ is said to be inside an LPM $M$ if $S$ has the same rank as $M$ and (the diagram of) $S$ fits inside $M$. If $S$ is a snake inside $M$ then $P_{S} \subset P_{M}$ and moreover, $P_{M}$ can be decomposed in pieces each of which is the matroid polytope of a snake in $M$ (see [15]). In Figure 2 we display the four snakes inside the given $M$, and thus $P_{M}$ can be decomposed into 4 matroid polytopes corresponding to each of the snakes in $M$.


Figure 2. Diagram of $M=M[1246,3568]$ highlighting in bold one of its basis $B$ (left). Collection of snakes inside $M$ (right).

Order polytopes introduced by Stanley in [46], are a very prominent family that has been studied extensively. An order polytope $P$ has an underlying poset whose number of linear extensions coincides with the (normalized) volume of $P$. Order polytopes as well as matroid polytopes of LPMs belong to the family of alcoved polytopes as defined in [29]. One of our initial results shows that snake polytopes are the intersection of matroid polytopes and order polytopes (Theorem 3.3). Thus, computing the volume of a snake can be thought of as counting linear extensions of a certain poset.
Given an integer polytope $P$, that is a polytope whose vertices have integer coordinates, let $t P$ be its dilation by an integer factor of $t$. The number of integer points in $t P$ is known to be a polynomial. This polynomial, denoted $L_{P}(t)$, is known as the Ehrhart polynomial of $P$ and contains a variety of information of $P$ such as its volume [4]. In particular, the generating series of the sequence $\left\{L_{P}(t)\right\}_{t \geq 0}$, known as the Ehrhart series of $P$ can be written as a rational function as

$$
\operatorname{Ehr}_{p}(z):=\sum_{t \geq 0} L_{P}(t) z^{t}=\frac{h_{0}^{*}+h_{1}^{*} z+\cdots+h_{m}^{*} z^{m}}{(1-z)^{d+1}}
$$

The polynomial $h^{*}(P):=h_{0}^{*}+h_{1}^{*} z+\cdots+h_{m}^{*} z^{m}$ is known as the $h^{*}$-polynomial of $P$, the tuple $\left(h_{0}^{*}, h_{1}^{*}, \ldots, h_{m}^{*}\right)$ is the $h^{*}$-vector of $P$, and the degree of $h^{*}$ satisfies $m \leq \operatorname{dim}(P)$. Stanley's nonnegativity theorem [45] guarantees that if $P$ is an integer polytope then its $h^{*}$-vector has integer and nonnegative coordinates. Thus it is natural to wonder if the coefficients of $h^{*}$ have a combinatorial interpretation or satisfy any natural properties of integer series.
Given an LPM we determine under which circumstances its $h^{*}$-vector is palindromic. That is, we determine when $h_{i}^{*}=h_{m-i}^{*}$, for $0 \leq i \leq m$. Polytopes whose $h^{*}$-vector is palindromic are said to be Gorenstein, although there are many other equivalent ways to determine if a polytope $P$ is Gorenstein. We state this result in Theorem 4.5 using a different characterization of being Gorenstein. We point out that our characterization of being Gorenstein complements recent work from [22,28,32].
It was conjectured by De Loera et al. [16, Conjecture 2] that the $h^{*}$-vector of any matroid polytope is unimodal. This conjecture remains wide-open and has only been proved for small matroids [16, Theorem 3], sparse paving matroids of rank 2 [20, Theorem 1.3], and certain snakes [26]. Since alcoved Gorenstein polytopes have unimodal $h^{*}$-vectors [14] we have that our Theorem 4.5 provides us with a family of matroids for which the conjectures by De Loera et al holds true.
On the other hand, Neggers [36] conjectured that if $P$ is an order polytope, then its $h^{*}$-polynomial is real rooted and Stanley later even conjectured a strengthening. While the Neggers-Stanley conjecture has been disproved [12,48], it remains open whether the $h^{*}$-vector of such $P$ has the weaker property of being unimodal, see [43]. Our Theorem 3.3 shows that snakes are exactly the matroids lying in the intersection of the conjecture of Neggers and Stanley and the one of De Loera et al.
We finalize our study concentrating on LPMs of rank 2. First we give recursive formulas for the volumes of these matroid polytopes. Then, given a Schubert matroid of rank 2, we show that the coefficients of $h^{*}\left(P_{M}\right)$ counts certain permutations. This description is given in Theorem 6.6 and relies, in particular, on the fact that snakes are order polytopes as well as alcoved polytopes. Finally, we also provide a formula for the $h^{*}$-vector of any LPM of rank 2 in Theorem 6.7.
This manuscript is organized as follows. In Section 2 we provide the background needed on alcoved polytopes, triangulations, and provide an essential result on computing $h^{*}$-polynomials under certain circumstances. In Section 3 we introduce our building blocks from this manuscript. Namely, we define snakes as well as fences. Fences are posets whose order polytope coincides with that of a snake. Moreover we prove that snakes are the intersection of the families of matroid polytopes and order polytopes. In Section 4 we analyze polytopes of LPMs. We make use of known results about interior points of these polytopes as well as their hyperplane description in order to characterize LPMs that are Gorenstein. In Section 5 we provide a recursive formula for the volume of Schubert matroids of rank 2. Afterwards, we study the alcoved triangulation $\Delta$ of an LPM $M$ and understand each piece of this triangulation as a linear extension of a fence, which in turn is a permutation. Since $P_{M}$ can be subdivided in submatroid polytopes, each of which is the matroid polytope of a snake in $M$, we collect the simplices of the alcoved triangulation of $M$ according to the snake where each simplex comes from. This allows us to provide an orientation of the dual graph of $\Delta$ and hence we provide a combinatorial rule for the coefficients of $h^{*}\left(P_{M}\right)$ when $M$ has rank 2. Our manuscripts ends with some questions that aim to generalize the work done here for the family of positroids.

## 2. Alcoved triangulations and their graphs

Let $l \in \mathbb{Z}$ and let $i, j \in\{0,1, \ldots, n\}$. We define the hyperplane $H_{i, j}^{l}$ of $\mathbb{R}^{n}$ as

$$
H_{i, j}^{l}=\left\{x \in \mathbb{R}^{n} \mid x_{i}-x_{j}=l\right\}
$$

where $x:=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and we set $x_{0}=0$. We denote by $\mathcal{A}_{n}$ the hyperplane arrangement consisting of all such hyperplanes $H_{i j}^{l}$. For instance, $\mathcal{A}_{2}$ consists of all the integer translations of $x_{1}=0, x_{2}=0$ and $x_{1}-x_{2}=0$.

A hyperplane $H: a_{1} x_{1}+\cdots+a_{n} x_{n}=b$ is a defining hyperplane of a polytope $P \subseteq \mathbb{R}^{n}$ if every point in $P$ satisfies either $a_{1} x_{1}+\cdots+a_{n} x_{n} \leq b$ or $a_{1} x_{1}+\cdots+a_{n} x_{n} \geq b$. It is known that if $H$ is a defining hyperplane for a polytope $P$ then $H \cap P$ is a face of $P$. Given a defining hyperplane $H$ of a polytope $P$, we will say that $H$ is facet-defining for $P$ if $\operatorname{dim}(H \cap P)=\operatorname{dim} P-1$. That is, the face defined by $H \cap P$ is a facet of $P$. We say that a polytope $P \subseteq \mathbb{R}^{n}$ is an alcoved polytope if all its facet-defining hyperplanes are of the form $H_{i j}^{l}$ for some $i, j, l$. It follows that (see [29]) $P$ can be described as

$$
\begin{equation*}
P=\left\{x \in \mathbb{R}^{n} \mid a_{i j} \leq x_{i}-x_{j} \leq b_{i j}\right\} \tag{1}
\end{equation*}
$$

for certain collection of integers $a_{i j}$ and $b_{i j}$, where again $i, j \in\{0,1, \ldots, n\}$ and $x_{0}=0$.
An important class of alcoved polytopes was studied by Stanley [46]. Given a poset $X$ on $[n]$, its order polytope $\mathcal{O}(X)$ is the set of vectors $x \in \mathbb{R}^{n}$ satisfying $0 \leq x_{i} \leq 1$ and $x_{i} \geq x_{j}$ when $i<j$ in $X$. Hence such a polytope is alcoved. In Figure 3 we provide an example.


Figure 3. A poset $X$, its order polytope $\mathcal{O}(X)$, its alcoved triangulation $\Delta$, and the dual graph $G_{\Delta}$.

If $P \subset \mathbb{R}^{n}$ is a polytope of dimension $d$, we refer to it as a $d$-polytope. A triangulation of a $d$-polytope $P$ is a set $\Delta=\left\{F_{1}, \ldots, F_{r}\right\}$ of $d$-simplices such that:

- the union $\bigcup_{i=1}^{r} F_{i}$ equals $P$,
- $F_{i} \cap F_{j}$ is a (possibly empty) face of both $F_{i}$ and $F_{j}$.

Note that in particular, the set $V$ of vertices of $\Delta$ can be a super set of the vertices of $P$. The arrangement $\mathcal{A}_{n}$ subdivides $\mathbb{R}^{n}$ into simplices, each of which is affinely equivalent to the unit simplex of $\mathbb{R}^{n}$. Thus, if $P$ is an alcoved polytope, then $\mathcal{A}_{n}$ induces a triangulation $\Delta$ of $P$, that is called the alcoved triangulation of $P$, see [29].
A triangulation of a polytope $P \subseteq \mathbb{R}^{n}$ is called regular if it can be obtained by lifting its vertices $V$ into $\mathbb{R}^{n+1}$, i.e., adding an $(n+1)$-th coordinate to each point of $V$, computing the convex hull $H$ of the lifted set, and projecting the lower faces of $H$ back to $\mathbb{R}^{n}$. Here a lower point of $H$ is one that minimizes the $(n+1)$-th coordinate.

Theorem 2.1. Let $P$ be an alcoved polytope. Then its alcoved triangulation $\Delta$ is regular.
Proof. Let $\left\{n_{1}, \ldots, n_{k}\right\}$ be the normal vectors of $\mathcal{A}_{n}$, so that its hyperplanes are

$$
H_{i, j}=\left\{x \in \mathbb{R}^{n} \mid\left\langle x, n_{i}\right\rangle=j\right\},
$$

and consider the map $f(x)=\sum_{i=1}^{k}\left\langle x, n_{i}\right\rangle^{2}$. As it is a sum of convex functions, it is convex. We will use this map to lift the vertices of $\Delta$ and prove that in each cell $f$ coincides with a unique affine linear map. This suffices to show that $\Delta$ is regular.
Let $F \in \Delta$. Since $F$ is enclosed between consecutive hyperplanes whose normal vectors are integer, for each $n_{i}$, the set of integer points in $F$ has a partition

$$
F \cap \mathbb{Z}^{n}=\left\{x \in \mathbb{R}^{n} \mid\left\langle x, n_{i}\right\rangle=k_{i, F}\right\} \sqcup\left\{x \in \mathbb{R}^{n} \mid\left\langle x, n_{i}\right\rangle=k_{i, F}+1\right\}
$$

for some $k_{i, F} \in \mathbb{Z}$. Notice that on $F \cap \mathbb{Z}^{n}$ the summand $\left\langle x, n_{i}\right\rangle^{2}$ of $f$ coincides with the linear map

$$
g_{i, F}(x)=\left(k_{i, F}+1\right)^{2}\left(\left\langle x, n_{i}\right\rangle-k_{i, F}\right)+k_{i, F}^{2}\left(k_{i, F}+1-\left\langle x, n_{i}\right\rangle\right) .
$$

Thus, on $F \cap \mathbb{Z}^{n}$ we have $f(x)=\sum_{i=1}^{k} g_{i, F}(x)=: g_{F}(x)$. To show that each $g_{i, F}(x)$ is uniquely determined by $k_{i, F}$, consider the affine linear map

$$
\tilde{g}_{i, F}: \mathbb{R}^{n} / H_{i, 0} \cong \mathbb{R} \rightarrow \mathbb{R}
$$

that satisfies $\tilde{g}_{i, F}\left(k_{i, F}\right)=k_{i, F}^{2}$ and $\tilde{g}_{i, F}\left(k_{i, F}+1\right)=\left(k_{i, F}+1\right)^{2}$. As we are specifying two values for the map it is unique, and fully determines the map $g_{i, F}(x)$ since this is constant in each $H_{i, k}$. Here we take the projection of $n_{i}$ as a basis for $\mathbb{R}^{n} / H_{i, 0}$.
Now, let $F^{\prime} \neq F$ be another cell in the subdivision. Then, the set $\left(F \cup F^{\prime}\right) \cap \mathbb{Z}^{n}$ cannot be expressed as a disjoint union of two parts as before because there should be points in at least 3 hyperplanes for some direction $n_{j}$. Without loss of generality, we can assume

$$
\begin{aligned}
\left(F \cup F^{\prime}\right) \cap \mathbb{Z}^{n}= & \left\{x \in \mathbb{R}^{n} \mid\left\langle x, n_{j}\right\rangle=k_{j}-1\right\} \\
& \sqcup\left\{x \in \mathbb{R}^{n} \mid\left\langle x, n_{j}\right\rangle=k_{j}\right\} \\
& \sqcup\left\{x \in \mathbb{R}^{n} \mid\left\langle x, n_{j}\right\rangle=k_{j}+1\right\}
\end{aligned}
$$

for some $k_{j} \in \mathbb{Z}$. Suppose by contradiction that $f(x)$ coincides in $F \cup F^{\prime}$ with a linear affine $\operatorname{map} h(x)$. Then, this induces an affine linear map $\tilde{h}: \mathbb{R}^{n} / H_{i, 0} \rightarrow \mathbb{R}$ such that $\tilde{h}\left(k_{j}-1\right)=$ $\left(k_{j}-1\right)^{2}, \tilde{h}\left(k_{j}\right)=\left(k_{j}\right)^{2}$ and $\tilde{h}\left(k_{j}+1\right)=\left(k_{j}+1\right)^{2}$. However, no three points in a parabola can be joined using a line as $\tilde{h}(k)=k^{2}$ is a strictly convex function. Then, each cell of the subdivision has a unique affine linear map such that $f(x)$ coincides with it in the given cell. As $f(x)$ is a convex function, the convex hull of the lifted vertices (in $\mathbb{R}^{n+1}$ ) of the subdivision forms a polytope, whose lower faces project to the subdivision by construction.

Given a graph $G$ with vertex set $V_{G}$ and $x, y \in V_{G}$, we denote by $d(x, y)$ the distance between $x$ and $y$. That is, $d(x, y)$ is the length of a shortest path between $x$ and $y$, in G. Given a triangulation $\Delta=\left\{F_{1}, \ldots, F_{r}\right\}$ of a polytope $P \subset \mathbb{R}^{n}$, the dual graph $G_{\Delta}$ of $\Delta$ has vertex set $\Delta$ and there is an edge between two simplices $F_{i}, F_{j}$ whenever $F_{i} \cap F_{j}$ is a facet of both, $F_{1}$ and $F_{2}$. If $P$ is alcoved, notice that when $F_{i} \cap F_{j}$ is a facet of both simplices, that facet lives in a hyperplane $H \in \mathcal{A}_{n}$. In this case we refer to $H$ as the hyperplane generated by $F_{i} \cap F_{j}$. If $\Delta$ is the alcoved triangulation of an alcoved polytope $P$, then $G_{\Delta}$ can be seen as a restriction of the dual graph of the braid arrangement $\mathcal{A}_{n}$ to a convex region. In this setting it is known that $G_{\Delta}$ is an (isometric) subgraph of the hypercube, see [3]. In particular this yields the following.
Proposition 2.2. The dual graph $G_{\Delta}$ of the alcoved triangulation $\Delta$ of an alcoved polytope $P$ is a connected bipartite graph and the distance $d\left(F, F^{\prime}\right)$ of two simplices is the number of hyperplanes of $\mathcal{A}_{n}$ separating them.
If $X$ is a poset on $n$ elements and $\varphi: X \rightarrow[n]$ is a bijection such that $i \leq_{X} j$ if and only if $\varphi(i) \leq \varphi(j)$, then $\varphi$ is called a linear extension of $X$. The linear extension graph $L_{X}$ of $X$ is the graph whose vertex set consist of all the linear extensions of $X$ and there is an edge between two vertices $\varphi$ and $\psi$ whenever there are $i, j \in X$ such that $\varphi(i)+1=\varphi(j)=\psi(i)=\psi(j)+1$ and $\varphi(k)=\psi(k)$ for all $k \in X \backslash\{i, j\}$. From [29, Section 7.2] the following result is in order. See also Figure 3 for an illustration.

Proposition 2.3. If $\Delta$ is the alcoved triangulation of an order polytope $\mathcal{O}(X)$, then $G_{\Delta}$ is isomorphic to the linear extension graph $L_{X}$ of $X$.
Going back to the general setting, let $P$ be an alcoved polytope and let $\Delta$ be its alcoved triangulation. Pick an arbitrary vertex $F_{0}$ of $G_{\Delta}$. We define the poset $X_{\Delta}\left(F_{0}\right)$ whose elements are the simplices in $\Delta$, by setting $F \leq F^{\prime}$ if there is an $\left(F_{0}, F^{\prime}\right)$-path in $G_{\Delta}$ that goes through $F$. Also, let $D_{\Delta\left(F_{0}\right)}^{\prime}$ be the partial orientation of $G_{\Delta}$, where the edge between a pair of adjacent cells $F, F^{\prime}$ is oriented as $\left(F, F^{\prime}\right)$ if $F$ and $F_{0}$ lie on the same side of the hyperplane generated by $F \cap F^{\prime}$.
Let $D_{\Delta}(F)$ be the partial orientation of $G_{\Delta}$, where the edge between a pair of adjacent cells $F, F^{\prime}$ is oriented as $\left(F, F^{\prime}\right)$ if and only if $d\left(F_{0}, F^{\prime}\right)=d\left(F_{0}, F\right)+1$. Otherwise, the edge is just left without orientation.

Lemma 2.4. If $\Delta$ is the alcoved triangulation of an alcoved polytope $P$ and $F_{0} \in \Delta$, then $D_{\Delta\left(F_{0}\right)}^{\prime}$ and $D_{\Delta\left(F_{0}\right)}$ coincide. Furthermore, $D_{\Delta\left(F_{0}\right)}^{\prime}$ (and hence $\left.D_{\Delta\left(F_{0}\right)}\right)$ is the Hasse diagram of $X_{\Delta}\left(F_{0}\right)$.

Proof. If $\left(F, F^{\prime}\right)$ is an arc of $D_{\Delta\left(F_{0}\right)}^{\prime}$ then the hyperplane $H$ generated by $F \cap F^{\prime}$ has $F$ and $F_{0}$ on the same side. Thus, the number of hyperplanes from $\mathcal{A}_{n}$ separating $F$ and $F_{0}$ is one less than the number of hyperplanes from $\mathcal{A}_{n}$ separating $F^{\prime}$ and $F_{0}$. Hence, by Proposition 2.2 we have $d\left(F_{0}, F^{\prime}\right)=d\left(F_{0}, F\right)+1$ and thus $\left(F, F^{\prime}\right)$ in $D_{\Delta\left(F_{0}\right)}$.
Conversely, if $\left(F, F^{\prime}\right) \in D_{\Delta\left(F_{0}\right)}$ then $d\left(F_{0}, F^{\prime}\right)=d\left(F_{0}, F\right)+1$. Let $H \in \mathcal{A}_{n}$ be the hyperplane defined by $F \cap F^{\prime}$. By the definition of $\Delta$ the hyperplane $H$ has to have $F_{0}$ and $F$ on the same side. Otherwise, if $F_{0}$ was on the same side of $H$ as $F^{\prime}$ then by Proposition 2.2 we would have $d\left(F_{0}, F^{\prime}\right)+1=d\left(F_{0}, F\right)$ which is a contradiction. Hence, $\left(F, F^{\prime}\right) \in D_{\Delta\left(F_{0}\right)}^{\prime}$.
Finally, every cover relation of $X_{\Delta}\left(F_{0}\right)$ is achieved by an arc of $D_{\Delta\left(F_{0}\right)}$. Let us show that $D_{\Delta\left(F_{0}\right)}$ has only these arcs. On one hand, by Proposition 2.2 it holds that $G_{\Delta}$ is bipartite and $D_{\Delta\left(F_{0}\right)}$ has no undirected edges. On the other hand, by the definition of $D_{\Delta\left(F_{0}\right)}$, any two directed paths between two vertices $F, F^{\prime}$ have the same length. Hence, all arcs of $D_{\Delta\left(F_{0}\right)}$ correspond to cover relations.

Using the notation from Lemma 2.4 we refer to $D_{\Delta\left(F_{0}\right)}$ as the orientation of $G_{\Delta}$ away from $F_{0}$. A pure simplicial complex $\Delta=\left\{F_{1}, \ldots, F_{r}\right\}$ is said to be shellable if there is a linear ordering $\varphi: \Delta \rightarrow[r]$ such that for any $2 \leq i \leq r, \varphi^{-1}(i) \cap\left(\varphi^{-1}(1) \cup \ldots \cup \varphi^{-1}(i-1)\right)$ is a union of facets of $\varphi^{-1}(i)$ (see [13]).

Proposition 2.5. Let $P$ be an alcoved polytope with alcoved triangualtion $\Delta$. Fix a cell $F$ of $\Delta$, and let $\phi$ be a linear extension of the poset $X_{\Delta}(F)$. Then $\phi$ induces a shelling order of $\Delta$.

Proof. By Proposition 2.1 the triangulation $\Delta$ is regular. It is well-known that starting at any fixed cell $F$, there exists a line-shelling $\varphi_{0}$ starting at $F$, i.e., $F=\varphi_{0}^{-1}(1)$, see [49, Chapter 8] for more details. In [40, Lemma 3.4] it is shown that given $\varphi_{0}$ orienting every edge $\left\{F^{\prime}, F^{\prime \prime}\right\}$ of $G_{\Delta}$ from $F^{\prime}$ to $F^{\prime \prime}$ whenever $\varphi_{0}\left(F^{\prime}\right)<\varphi_{0}\left(F^{\prime \prime}\right)$, one obtains $D_{\Delta}^{\prime}(F)$. By Lemma 2.4, this implies that $\varphi_{0}$ is a linear extension of $X_{\Delta}(F)$.
We consider the graph of linear extensions $L_{X_{\Delta}(F)}$ of $X_{\Delta}(F)$. By Proposition 2.3 this graph is the dual graph of the alcoved triangulation of the order polytope of $X_{\Delta}(F)$ and thus by Proposition 2.2 it is connected and bipartite. We prove by induction on the distance $d\left(\varphi_{0}, \varphi\right)$ in $L_{X_{\Delta}(F)}$ that every linear extension $\varphi$ of $X_{\Delta}(F)$ is a shelling order of $\Delta$. This is clear for $d\left(\varphi_{0}, \varphi\right)=0$ by the first paragraph.
If $d\left(\varphi_{0}, \varphi\right)>0$, then on a shortest $\left(\varphi_{0}, \varphi\right)$-path the last vertex $\psi$ before $\varphi$ satsifies $d\left(\varphi_{0}, \varphi\right)=$ $d\left(\varphi_{0}, \psi\right)+d(\psi, \varphi)$, where $d(\psi, \varphi)=1$. Hence, by induction hypothesis we have that $\psi$ is a shelling order and $\{\psi, \varphi\}$ is an edge of $L_{X_{\Delta}(F)}$. Then there exist a pair of incomparable elements, which swap from $\psi$ to obtain $\varphi$. Label the order defined by $\psi$ as ( $F_{1}<_{\psi} \ldots<_{\psi} F_{n}<_{\psi} F_{n+1}<_{\psi}$ $\left.\ldots<_{\psi} F_{r}\right)$. Then the order defined by $\varphi$ is the same except for $F_{n+1}<_{\varphi} F_{n}$, i.e., $\left(F_{1}<_{\varphi} \ldots<_{\varphi}\right.$ $F_{n+1}<_{\varphi} F_{n}<_{\varphi} \ldots<_{\varphi} F_{r}$ ). In order to show that $\varphi$ is a shelling order, we make use of the fact that since both $\varphi$ and $\psi$ are linear extensions of $X_{\Delta}(F)$, hence, $F_{n+1}, F_{n}$ are incomparable and have no edge in $G_{\Delta}$. Thus, the codimension of $F_{n+1} \cap F_{n}$ is larger than 1 . Since $\psi$ is a shelling order, there exists a facet of the form $F_{n+1} \cap F_{k}$ with $k<n$ such that it contains $F_{n} \cap F_{n+1}$. Therefore, any $x \in F_{n} \cap F_{n+1}$ satisfies $x \in F_{n} \cap F_{n+1} \cap F_{k} \subseteq F_{n} \cap F_{k}$.
Now, in order to verify that $\varphi$ is a shelling sequence we only have to check what happens when adding $F_{n+1}$ and afterwards $F_{n}$ :
Let us first consider adding $F_{n+1}$ without having added $F_{n}$. Note that $F_{n+1} \cap\left(F_{1} \cup \ldots \cup F_{n-1}\right)=$ $F_{n+1} \cap\left(F_{1} \cup \ldots \cup F_{n}\right) \cup\left(F_{n+1} \cap F_{n}\right)$. Now, since $\psi$ is a shelling order $F_{n+1} \cap\left(F_{1} \cup \ldots \cup F_{n}\right)$ is a union of facets of $F_{n+1}$ and $F_{n+1} \cap F_{n} \subseteq F_{k}$ for some facet with $k<n$, we have that $F_{n+1} \cap\left(F_{1} \cup\right.$ $\left.\ldots \cup F_{n-1}\right)$ is a union of facets of $F_{n+1}$.
Let us now conisder adding $F_{n}$ after having added $F_{n+1}$ and note that $F_{n} \cap\left(F_{1} \cup \ldots \cup F_{n-1} \cup\right.$ $\left.\left.F_{n+1}\right)\right)=F_{n} \cap\left(F_{1} \cup \ldots \cup F_{n-1}\right) \cup\left(F_{n} \cap F_{n+1}\right)$. Similarly, since $\psi$ is a shelling order $F_{n} \cap\left(F_{1} \cup\right.$
$\left.\ldots \cup F_{n-1}\right)$ is a union of facets of $F_{n}$ and $F_{n+1} \cap F_{n} \subseteq F_{k}$ for some facet with $k<n$. We have that $\left.F_{n} \cap\left(F_{1} \cup \ldots \cup F_{n-1} \cup F_{n+1}\right)\right)$ is a union of facets of $F_{n}$.
This concludes the proof as the other cases follow directly from the fact that $\psi$ is a shelling order.

Theorem 2.6. Let $P$ be an alcoved polytope with alcoved triangulation $\Delta$ and fix a simplex $F_{0}$ in $\Delta$. Consider the dual graph $G_{\Delta}$ of this triangulation and let $D_{\Delta}\left(F_{0}\right)$ its orientation away from $F_{0}$. Then

$$
h_{k}^{*}(P)=\#\left\{F \in G_{\Delta} \mid F \text { has } k \text { incoming } \operatorname{arcs} \text { in } D_{\Delta}\left(F_{0}\right)\right\} .
$$

Proof. It is well-known that $\Delta$ is a unimodular, i.e., $\operatorname{vol}\left(F_{i}\right)=1$, for each $i=1, \ldots, r$. Furthermore, $\Delta$ is shellable by Proposition 2.5. Under these conditions

$$
\sum_{j=0}^{d} h_{j}^{*} z^{j}=\sum_{F \in \max (\Delta)} z^{n(F)}
$$

where $n(F)$ is the number of simplices that intersect with $F$ in a facet and come before $F$ in the shelling order, see e.g. [13, Theorem 3.1]. So far we just invoked that general theorem for unimodular, shellable triangulations. However, now we can give a more combinatorial interpretation in terms of $D_{\Delta}\left(F_{0}\right)$.
By Proposition 2.5, we can take a linear extension $\phi$ of $X_{\Delta}\left(F_{0}\right)$ as shelling order. Since $D_{\Delta}\left(F_{0}\right)$ is the Hasse diagram of $X_{\Delta}\left(F_{0}\right)$, for a simplex $F$ the number of simplices coming before $F$ in $\phi$ and intersecting it in a facet coincides with the number of incoming arcs of $F$ in $D_{\Delta}\left(F_{0}\right)$. This concludes the proof.

Since one of our main purposes is to provide a combinatorial formula for the $h^{*}$-vector of certain matroid polytopes, Theorem 2.6 will be one of the main tools to do so, once we guarantee the hypothesis needed to make use of it. This will be done in Section 6.

## 3. SNAKES AND FENCES

In this manuscript we are going to focus on (polytopes of) a very specific class of matroids known as lattice path matroids, LPMs for short, as defined next.
To any $k$-element subset $B \subseteq[n]:=\{1,2, \ldots, n\}$ we associate a monotone lattice path from $(0,0)$ to $(n-k, k)$ whose $i$-th step is north if and only if $i \in B$. Conversely, from any such lattice path you can recover a $k$-subset of $[n]$. This correspondence will be used implicitly throughout the paper.

Definition 3.1. Given two lattice paths $U, L$ from $(0,0)$ to $(n-k, k)$, such that $U$ is above $L$, the lattice path matroid $M=M[U, L]$ is the matroid on $[n]$ of rank $k$ such that its bases are the set of all lattice paths from $(0,0)$ to $(n-k, k)$ inside the region enclosed by $U$ and $L$. We refer to this region as the diagram of $M[U, L]$.

Examples of LPMs include Schubert matroids and uniform matroids. An LPM M $=M[U, L]$ over [ $n$ ] of rank $k$ is said to be a Schubert matroid if $L$ has its last $k$ steps north. On the other hand, when the diagram of $M$ is the rectangle ( $n-k, k$ ), the LPM it gives rise to is known as the uniform matroid over $[n]$ of rank $k$, and it is denoted $U_{k, n}$.
We aim to understand the matroid (base) polytope $P_{M}$ using the analysis made in Section 2 when $M$ is an LPM, in particular. Thus we need to provide the necessary tools in order to use the results for alcoved polytopes. In particular, it is known that if $M$ is an LPM then its matroid polytope $P_{M}$ is an alcoved polytope [26,29]. Our analysis of $P_{M}$ will show that $P_{M}$ can be decomposed in subpolytopes, where each subpolytope in the decomposition is the matroid polytope of snakes.
Definition 3.2. Let $M=M[U, L]$ be an LPM. $M$ is said to be connected if its diagram is connected. That is, if $U$ and $L$ only intersect in $(0,0)$ and $(n-k, k)$. A lattice path matroid $S$ is a snake if $S$ is connected and its diagram does not contain a $2 \times 2$ square.

Recall that the direct sum $M_{1} \oplus M_{2}$ of two matroids $M_{1}=\left(E_{1}, \mathcal{B}_{1}\right), M_{2}=\left(E_{2}, \mathcal{B}_{2}\right)$ where $E_{1} \cap$ $E_{2}=\varnothing$ is the matroid on $E_{1} \cup E_{2}$ whose set of bases is $\left\{B_{1} \cup B_{2} \mid B_{1} \in \mathcal{B}_{1}, B_{2} \in \mathcal{B}_{2}\right\}$. A matroid is connected if it cannot be written as the direct sum of two matroids. The reader can notice that Definition 3.2 coincides with connectedness in the sense we just described. The direct sum of two LPMs corresponds graphically to concatenation of their corresponding diagrams, as shown in Figure 4.


Figure 4. Diagrams of two LPMs and their the direct sum.
Let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{s}\right)$ be a tuple of positive integers such that $\alpha_{1}+\cdots+\alpha_{s}=n$. That is, $\alpha$ is a composition of $n$, denoted $\alpha \models n$. Identify each $\alpha_{i}$ with a rectangle $R_{i}$ of size $1 \times\left(a_{i}+1\right)$, called a vertical strip. Such $R_{i}$ gives rise to a horizontal strip $R_{i}^{*}$ which is the rectangle $\left(a_{i}+1\right) \times 1$. Notice that $R_{i}$ and $R_{i}^{*}$ contain $\alpha_{i}+1$ unit squares. Given a composition $\alpha=\left(\alpha_{1}, \ldots, \alpha_{s}\right)$ let $S(\alpha)$ be the snake whose diagram is obtained as follows. From $(0,0)$ draw $R_{1}$, then identify its last square with the first square of $R_{2}^{*}$, then the last square of $R_{2}^{*}$ with the first square of $R_{3}$, and so on. On the other hand, the composition $\alpha=\left(\alpha_{1}, \ldots, \alpha_{s}\right)$ gives rise to the snake $S^{*}(\alpha)$ obtained by reflecting $S(\alpha)$ across the line $y=x$. More precisely, $S^{*}(\alpha)$ is obtained as follows: From $(0,0)$ draw $R_{1}^{*}$, then identify its last square with the first square of $R_{2}$, then its last square with the first square of $R_{3}^{*}$, and so on. Notice that if $\alpha \models n$ then $S(\alpha)$, and hence $S^{*}(\alpha)$, are LPMs on the set $n+2$. See Figure 5 for an example of a snake $S(\alpha)$.
In this section we will conclude that matroid polytopes of snakes are exactly the matroid polytopes that are order polytopes coming from fences. Fences are a natural class of posets that appear in the study of cluster algebras, quiver representations and other areas of enumerative combinatorics, see [34] for an overview. In order to achieve this, we start by assigning a fence to a given snake $S(\alpha)$.
Let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{s}\right) \models n$. The fence of $\alpha$, denoted $F(\alpha)$ is the poset on $n+1$ elements $p_{1}, \ldots, p_{n+1}$ with the covering relations:

$$
p_{1} \prec p_{2} \prec \cdots \prec p_{\alpha_{1}+1} \succ p_{\alpha_{1}+2} \succ \cdots \succ p_{\alpha_{1}+\alpha_{2}+1} \prec p_{\alpha_{1}+\alpha_{2}+2} \prec \cdots \prec p_{\alpha_{1}+\alpha_{2}+\alpha_{3}+1} \succ \cdots .
$$

Denote the dual poset of $F(\alpha)$ by $F^{*}(\alpha)$. Sometimes in the literature, the dual of a fence is not considered a fence, but for our purposes, both $F(\alpha)$ and $F^{*}(\alpha)$ are fences.
Given a poset $X$ we denote by $G_{X}$ the undirected graph obtained from the Hasse diagram of $X$, ignoring orientation of the edges. The graph $G_{X}$ is known as the cover graph of $X$. Thus, a poset $X$ is a fence if its cover graph $G_{X}$ is a path.
It has been shown in [26] that the base polytope $P_{S(\alpha)}$ of the snake $S(\alpha)$ and the order polytope $\mathcal{O}(X)$ of the fence $F(\alpha)$ are affinely equivalent. Moreover, this result extends to direct sums of snakes and disjoint unions of fences. We describe this constructions through an example in Figure 5. One way of constructing the Hasse diagram of $F(\alpha)$ is to delete the first and last steps in the upper (or lower) paths defining the $S(\alpha)$ and rotating this path 45 degrees. Note that in [26], fences were called zig-zag-chain posets.
Before stating and proving the main result of this section we will establish a couple of auxiliary results. We denote by $G(P)$ the 1 -skeleton of a polytope $P$. That is, $G(P)$ is the graph of the polytope $P$. Also, given a poset $X$ and $x \in X$ we denote by $\downarrow x$ the principal ideal generated by $x$. That is, $\downarrow x:=\{y \in X: y \leq x\}$. From Stanley [46], we recall that every ideal $I$ of $X$ gives rise to a vertex $e_{I}$ of $\mathcal{O}(X)$, and every vertex of $\mathcal{O}(X)$ arises this way.


Figure 5. The snake $S(1,1,1,1,2)=M[12467,24678]$ and its associated fence $F(1,1,1,1,2)$.

Lemma 3.1. [23, Lemma 1.1a] Let $I$, be ideals of a poset $X$, with $I \neq J$. Then $\left\{e_{I}, e_{J}\right\}$ is an edge in $G(\mathcal{O}(X))$ if and only if $I \subset J$ and $J \backslash I$ induces a connected subposet of $X$.
The reader can check that Lemma 3.1 allows one to conclude the following:

- if there is no containment relation between $I, J$, then vertices $e_{I}, e_{J}$ are not adjacent.
$\circ$ if $J=\downarrow x$ for some $x \in X$ and $I \subset J$, then $\left\{e_{I_{I},}, e_{J}\right\}$ is an edge of $\mathcal{O}(X)$ since for every $y \in J \backslash I$ there is a path from $y$ to $x$, and thus $J \backslash I$ is connected. More generally, if $J=\downarrow x \cup I$ and $x \notin I$, then $\left\{e_{I}, e_{J}\right\}$ is an edge of $\mathcal{O}(X)$.
In order to state the following lemma, found in [33, Lemma 1.4, Lemma 1.6], we denote by $I(x, y)$ the interval in $G$ corresponding to the subgraph induced by all the vertices that lie on a shortest path. In other words, $I(x, y)=\left\{z \in V_{G} \mid d(x, z)+d(z, y)=d(x, y)\right\}$, where $d$ is the distance function of $G$.

Lemma 3.2. Let $M$ be a matroid and $P_{M}$ its matroid polytope. The following conditions hold:

- Interval Condition (IC): If $x, y$ are vertices of $G\left(P_{M}\right)$ with $d(x, y)=2$, then $I(x, y)$ is (isomorphic to) the graph of a square, a square pyramid or an octahedron.
- Positioning Condition (PC): If $a, b, c, d$ are vertices that induce a square in $G\left(P_{M}\right)$, then for any vertex $x$ it holds that $d(x, a)+d(x, c)=d(x, b)+d(x, d)$.

Now we are in position to state our main result in this Section.
Theorem 3.3. Let $P_{M}$ be the polytope of a connected matroid $M$. Then the following are equivalent:
(i) $M$ is a snake.
(ii) $P_{M}$ is affinely equivalent to an order polytope $\mathcal{O}(X)$ of a fence $X$.
(iii) $P_{M}$ is affinely equivalent to an order polytope $\mathcal{O}(X)$ for some poset $X$.
(iv) The graph $G\left(P_{M}\right)$ is isomorphic to $G(\mathcal{O}(X))$ for some order polytope $\mathcal{O}(X)$.

Proof. Conditions (i) and (ii) are proven to be equivalent in [26, Theorem 4.7]. Also, it is clear that (ii) $\Longrightarrow$ (iii) and (iii) $\Longrightarrow$ (iv). Now we will show that (iv) $\Longrightarrow$ (ii).
Let $M$ be a matroid with polytope $P_{M}$ such that the graph $G\left(P_{M}\right)$ is isomorphic to $G(\mathcal{O}(X))$ for some poset $X$. In order to show that $X$ is a fence, we will show that the cover graph of $X$, $G_{X}$, is such that the maximum degree among all of its vertices is 2 , and that $G_{X}$ is acyclic and connected. The proof goes by contradiction, considering different cases which we illustrate in Figure 15.
As a first observation once can see that if $G_{X}$ has several connected components corresponding to different posets, then $\mathcal{O}(X)=P_{M}$ would be a product of their order polytopes. However, this would contradict that $M$ is connected.
Now, suppose that $G_{X}$ has a vertex of degree larger than 2 . There are essentially two ways this can happen:
Case 1: There are $c, d \prec b \prec a$ in $X$ and $c, d$ are incomparable. In this case consider the four principal ideals $\downarrow a, \downarrow b, \downarrow c, \downarrow d$, along with $\downarrow c \cup \downarrow d$ and $\downarrow c \cap \downarrow d$. Identifying the ideal $\downarrow x$ with its corresponding vertex in $G_{X}$ we can see via Lemma 3.1 that $d(\downarrow c, \downarrow d)=2$ and all these ideals belong to the interval $[\downarrow c, \downarrow d]$. However, the vertex $\downarrow a$ has degree at least 5 . Hence, the interval $[\downarrow c, \downarrow d]$ does not induce a square, square pyramid, or octahedron. This contradicts the IC condition from 3.2 and thus $G(\mathcal{O}(X))$ cannot be isomorphic to $G\left(P_{M}\right)$.


Figure 6. The cases in the proof of Theorem 3.3.

Case 2: There are $b, c, d \prec a$ in $X$ and $a, b, c$ are incomparable.
Subcase 2.1: $(\downarrow c \cup \downarrow b \cup \downarrow d) \backslash \downarrow c$ and $(\downarrow c \cup \downarrow b \cup \downarrow d) \backslash \downarrow d$ both induce connected subposets of X.

Using Lemma 3.1 we can see that $d(\downarrow c, \downarrow d)=2$ and the interval $[\downarrow c, \downarrow d]$ contains $\downarrow a, \downarrow c \cup$ $\downarrow b \cup \downarrow d, \downarrow c, \downarrow d$, and further $\downarrow c \cup \downarrow d$, and $\downarrow c \cap \downarrow d$. As in the previous case the vertex $\downarrow a$ has degree at least 5 . Hence, the interval $[\downarrow c, \downarrow d]$ does not induce a square, square pyramid, or octahedron. Again, this contradicts the IC condition and thus $G(\mathcal{O}(X)) \not \nexists G\left(P_{M}\right)$.
After possible relabeling there only remains one further subcase:
Subcase 2.2: If $(\downarrow c \cup \downarrow b \cup \downarrow d) \backslash \downarrow b$ and $(\downarrow c \cup \downarrow b \cup \downarrow d) \backslash \downarrow c$ are disconnected then $\downarrow c, \downarrow c \cup$ $\downarrow b, \downarrow c \cup \downarrow b \cup \downarrow d, \downarrow c \cup \downarrow d$ induce a square, using in particular the assumption that $\downarrow c \cup \downarrow b \cup$ $\downarrow d \backslash \downarrow c$ is disconnected. Now, distances from $\downarrow b$ yield

- $d(\downarrow b, \downarrow c)=2$ since they are non-adjacent but can be connected through $\downarrow a$
- $d(\downarrow b, \downarrow c \cup \downarrow b)=1$ as they form an edge,
- $d(\downarrow b, \downarrow c \cup \downarrow d)=2$ since they are non-adjacent but can be connected through $\downarrow a$,
- $d(\downarrow b, \downarrow c \cup \downarrow b \cup \downarrow d)=2$ since they are non-adjacent by assumption but can be connected through $\downarrow a$.
Altogether, this contradicts the PC condition from Lemma 3.2.
Note that if $X^{*}$ denotes the dual poset of $X$ then $G(\mathcal{O}(X)) \cong G\left(\mathcal{O}\left(X^{*}\right)\right.$. Hence, the maximum degree of $G_{X}$ is at most 2.
It only remains to show that $G_{X}$ contains no cycles. By contradiction suppose $G_{X}$ has a cycle, then since the maximum degree of $G_{X}$ is $2, G_{X}$ must be a cycle $C$. It holds that $X$ has the same number of minima and maxima and thus we distinguish three cases:

Case $A$ : $X$ has exactly one maximum: Let $a$ be the maximum, $d$ the minimum and $b, c$ two incomparable elements such that $d \leq b, c \leq a$. Then $d(\downarrow d, \downarrow b \cup \downarrow c)=2$ and the interval $I(\downarrow a, \downarrow b \cup \downarrow c)$ contains the vertex $\downarrow a$ whose degree is at least 5 since it is adjacent to $\downarrow d, \downarrow b, \downarrow c$, $\downarrow a \cup \downarrow b$ and $\varnothing$. This, and the fact that all of these vertices belong to the interval $I(\downarrow a, \downarrow b \cup \downarrow c)$ contradicting IC from Lemma 3.1.

Case B: $X$ has exactly two maxima: Let $a, b$ be the maxima, and $c, d$ the minima of $X$. Then $d(\downarrow c, \downarrow d)=2$ and $I(\downarrow c, \downarrow d)$ contains vertex $\downarrow a \cup \downarrow b$ whose degree is at least 5 . Indeed, $\downarrow a \cup \downarrow b$ is adjacent to $\downarrow a, \downarrow b, \downarrow c, \downarrow d, \varnothing$. Again, this violates IC from Lemma 3.1.
Case C: $X$ has at least three maxima: Denote by $\operatorname{Max}(X)$ and $\operatorname{Min}(X)$ the set of maxima and minima of $X$, respectively. Let $a \in \operatorname{Max}(X)$ be a maximum and $b, c \in \operatorname{Min}(X)$ such that $b, c \leq a$. Now, $d(\downarrow b, \downarrow c)=2$ and the interval $I(\downarrow b, \downarrow c)$ contains vertex $\bigcup_{x \in \operatorname{Max}(X)} \downarrow x$ whose degree is at least 5 . Indeed, it is adjacent to $\downarrow a, \downarrow b, \downarrow b \cup \downarrow c, \downarrow c, \varnothing$. This also contradicts IC from Lemma 3.1. Hence, $G_{X}$ is acyclic and the result follows.

## 4. Gorenstein LPMs

In this section we will analyze LPM polytopes in order to provide a characterization of those that are Gorenstein, a property satisfied by some lattice polytopes. The road map to achieve this characterization will require us to provide an understanding of minors of LPMs, as well as a hyperplane description of $P_{M}$. We start with some necessary background for this task.
4.1. Minors of LPMs. Deletion and contraction are well known operations that can be performed on any matroid to produce a smaller matroid. These operations may be defined as follow.
Let $M=([n], \mathcal{B})$ be a matroid of rank $k$ and recall that $i \in[n]$ is a coloop if it is in every basis, and a loop if it is in no bases. Let $i \in[n]$ such that $i$ is not a coloop. The deletion of $i$ from $M$ is the matroid $M \backslash i=\left([n]-\{i\}, \mathcal{B}^{\prime}\right)$ where $\mathcal{B}^{\prime}=\{B \in \mathcal{B}: i \notin B\}$. Thus in this case $M \backslash i$ has rank $k$. Let $i \in[n]$ such that $i$ is not a loop. The contraction of $i$ from $M$ is the matroid $M / i=\left([n]-\{i\}, \mathcal{B}^{\prime \prime}\right)$ where $\mathcal{B}^{\prime \prime}=\{B-\{i\}: B \in \mathcal{B}, i \in B\}$. Thus in this case $M / i$ has rank $k-1$. If $i$ is a coloop (loop) then $M \backslash i$ (respectively $M / i$ ) has bases as in $\mathcal{B}^{\prime \prime}$ (respectively $\mathcal{B}^{\prime}$ ). A minor of a matroid $M$ is a matroid obtained from $M$ by successively deleting and contracting elements.
The family of LPMs is known to be closed under minors. That is, given an LPM M it holds that any minor of $M$ is again an LPM (see [9,11] for details). Let us give some intuition on what deleting or contracting an element in $M$, a given LPM, looks like. This intuition will be useful to understand facets of the polytope $P_{M}$.
Recall that the diagram of $M[U, L]$ is completely determined by the lattice paths $U$ and $L$. Both of these paths have labels in $[n]$, and if the rank of $M$ is $k$ then $k$ of these labels are north steps in both paths. First, observe that $i \in[n]$ is a coloop if it corresponds to a north segment that is in both $U$ and $L$ and it is a loop if it is an east segment that is in both $U$ and $L$. In both cases contraction and deletion of $i$ just corresponds to contracting the segment of the diagram.
Suppose we want to obtain the diagram of the LPM obtained from $M$ by deleting the element $i$ that is not a coloop. That is, $M \backslash i$, for some $i \in[n]$. Start with paths $U$ and $L$ drawn bold. Then in order to obtain $M \backslash i$, a portion of $U$ and $L$ will turn dashed. The rightmost bold portions of the lattice paths $U$ and $L$ will be shifted to the right, giving us the diagram of $M \backslash i$. More precisely, if the $i$-th step in $U$ is vertical, then dash the steps with labels $\{i, i+1, \ldots, i+j\}$ where $i+j$ is the first horizontal step from $i$. If the $i$-th step in $L$ is vertical, then dash the steps $\{i, i-1, \ldots, i-j\}$ where $i-j$ is horizontal and $\{i, i-1, \ldots, i-j+1\}$ are vertical in $L$. If $i$ happens to be horizontal in $U$ (or $L$ ), we dash it only. Then shift to the left the right-most bold portions of $U$ and $L$, as shown in Figure 7.


Figure 7. Deletion of the element 5 in M[12456,45789].

Now, suppose we want to contract a non-loop element $i$, and see how the contraction $M / i$ can be thought of. If $i$ is horizontal in $U$, then dash the steps with labels $\{i, i-1, \ldots, i-j\}$ where $i-j$ is vertical and $\{i, i-1, \ldots, i-j+1\}$ are horizontal in $U$. if $i$ is horizontal in $L$ the dash steps $\{i, i+1, \ldots, i+j\}$ where $i+j$ is the first vertical step from $i$ in $L$. If $i$ happens to be vertical in $U$ (or $L$ ), we dash it only. Then shift down the upper portions of $U$ and $L$. See Figure 8 for an illustrative example.


Figure 8. Contraction of the element 5 in M[12367,36789].
4.2. Face structure of LPM polytopes. It is known that given a matroid $M$ and its polytope $P_{M}$, every face of $P_{M}$ is (the polytope of) a matroid (see [21]). In this section we aim to describe these facets precisely in case that $M$ is an LPM. In particular, we will see that the faces of $P_{M}$ are again LPMs. Given an LPM over $[n]$ of rank $k$, say $M=M[U, L]$, we have previously described $U=\left\{u_{1}, \ldots, u_{k}\right\}$ by the set of labels of the $k$ north steps that define the lattice path $U$, and similar for $L$. We can also define the same lattice path $U$ as a $0 / 1$-vector $\left(U_{1}, U_{2}, \ldots, U_{n}\right)$ where $U_{i}=1$ if and only if the $i$-th step of $U$ is north, then exactly $k$ of these $U_{i}$ 's are equal to 1 , and similar for $L$.
With this set up in mind we establish the following result which appears in [26, Theorem 3.3], and which gives us a description of defining hyperplanes for $P_{M}$.
Theorem 4.1. Let $M=M[U, L]$ be an $L P M$ of rank $k$ over $[n]$ such that $U=\left(U_{1} \ldots, U_{n}\right)$ and $L=\left(L_{1}, \ldots, L_{n}\right)$. Then

$$
P_{M}=\left\{x \in \mathbb{R}^{n} \mid 0 \leq x_{i} \leq 1 \text { and } \sum_{j=1}^{i} L_{j} \leq \sum_{j=1}^{i} p_{j} \leq \sum_{j=1}^{i} U_{j} \text { for all } i \in[n]\right\} .
$$

In [26, Theorem 4.1] the authors show that $P_{M}$ as given by Theorem 4.1 is affinely equivalent to a polytope $Q_{M}$ whose $H$-description has the form given in (1) which allows us to think of $P_{M}$ as an alcoved polytope.
We will make use of Theorem 4.1 along with the description of minors of LPMs discussed before to describe the facet-defining hyperplanes of LPMs. Since this result is already present in the literature [1, Proposition 14], but in a slightly different set-up we only present the ideas here. Our characterization will be based on certain lattice points over the paths $U$ and $L$. Notice that the path $U$ (as well as $L$ ) contains $n$ lattice points, excluding $(0,0)$. The $i$-th lattice point in $U$ is the point $p_{i, U}$ with coordinates $p_{i, U}=\left(U_{0, i}, U_{1, i}\right)$ where

$$
U_{0, i}:=\sum_{j \leq i, u_{j}=0} U_{j} \text { and } U_{1, i}:=\sum_{j \leq i, u_{j}=1} U_{j} .
$$

Similarly, we obtain the $i$-th lattice point $p_{i, L}$ of the lattice path $L$ as $p_{i, L}=\left(L_{0, i}, L_{1, i}\right)$. A point on the boundary of $M$ is a lattice point $p$ lying either on $U$ or $L$. Any point $p$ on the boundary of $M$ defines four quadrants just by translating the origin to $p$. We call a point $p$ on the boundary of the diagram of $M=M[U, L]$ concave if exactly one of the four quadrants at $p$ has empty intersection with the diagram of $M$. In Figure 9 the point $p=(1,2)$ of $M[12467,45678]$ is concave.
Also, if $M$ is a matroid on $n$ and $M=M_{1} \oplus \cdots \oplus M_{r}$ is its decomposition into connected components, then $\operatorname{dim} P_{M}=n-r$. Characterizing those hyperplanes in the description of $P_{M}$ given by Theorem 4.1, that either correspond to a connected contraction or deletion of $M$ on one element less or to a submatroid with one more connected component yields the following:

Theorem 4.2. Let $M=M[U, L]$ be a connected $L P M$. Then the facet defining hyperplanes of $P_{M}$ are of the form:
(a) $\sum_{j=1}^{i} x_{i}=\sum_{j=1}^{i} L_{i}$ for some $1 \leq i<n$ if the $i$-th point of $L$ is concave in the diagram of $M[U, L]$, or
(b) $\sum_{j=1}^{i} x_{i}=\sum_{j=1}^{i} U_{i}$ for some $1 \leq i<n$ if the $i$-th point of $U$ is concave in the diagram of $M[U, L]$, or
(c) $x_{i}=0$ for some $1 \leq i \leq n$ unless the only vertical $i$-th segments among the paths in the diagram of $M[U, L]$ are the ones of $U$ and $L$, or
(d) $x_{i}=1$ for some $1 \leq i \leq n$ unless the only horizontal $i$-th segments among the paths in the diagram of $M[U, L]$ are the ones of $U$ and $L$.

Let us illustrate Theorem 4.2 with an example. Consider the matroid $M=M[12467,45678]$ depicted on Figure 9. Using the notation above, the point $p=(1,2)$ being concave gives rise to the facet-defining hyperplane $H_{p}: x_{1}+x_{2}+x_{3}=2$. The matroid corresponding to the facet $P_{M} \cap H_{p}$ is depicted in Figure 9 as well as the matroid $M_{q}$ corresponding to the face $P_{M} \cap H_{(1,3)}$, where $H_{(1,3)}: x_{1}+x_{2}+x_{3}+x_{4}=3$. Note that $H_{(1,3)}$, despite of being a defining hyperplane, is not a facet-defining one.


Figure 9. $M=M[12467,45678]$ (left), $M_{(1,2)}$ (center) and $M_{(1,3)}$ (right).
4.3. Integer and interior points of LPMs. Let us recall some results from the literature regarding points in $P_{M}$ where $M$ is an LPM over $[n]$, thus $P_{M} \subseteq \mathbb{R}^{n}$. Given such $P_{M}$ we say that $Q$ is a generalized lattice path in $M$ if $Q=\left(s_{1}, \ldots, s_{n}\right)$ is a sequence of $n$ line segments from $(0,0)$ to ( $n-k, k$ ) inside the diagram of $M$, such that the segment $s_{i}=\overline{A B}$ satisfies that $A=\left(x_{i-1}, y_{i-1}\right)$ is a point on the line $l_{i}=x+y=i-1, B=\left(x_{i}, y_{i}\right) \in l_{i+1}$ and $x_{i-1} \leq x_{i}, y_{i-1} \leq y_{i}$, for each $i \in[n]$. We refer to the tuple $q:=\left(q_{1}, \ldots, q_{n}\right)$ as the state vector of $Q$ where $q_{i}$ is the slope of segment $s_{i}$. We will refer to the points $\left(x_{i}, y_{i}\right)$ as bending points of $Q$. Notice that $q$ determines $Q$ and thus we use them interchangeably.
In [26] the authors prove that $q=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{R}^{n}$ is a point in $P_{M}$ if and only if $q$ is the state vector of a generalized lattice path in $M$. More concretely, they showed the following.

Theorem 4.3. [26, Theorem 3.4] Let $M=M[U, L]$ be an LPM and $\mathcal{C}_{M}$ the set of state vectors of generalized lattice paths inside of the diagram of $M$. Then $P_{M}=\mathcal{C}_{M}$.

For an illustration consider Figure 10, showing a generalized lattice path inside the diagram of $M=M[13,34]$, whose state vector is $\left(\frac{3}{4}, 0, \frac{1}{2}, \frac{3}{4}\right)$.

Remark. Since every point in $P_{M}$ is a state vector $q$ of some generalized lattice path $Q$ of $M$, then a point $p \in \mathbb{R}^{n}$ is such that $p \in t P_{M} \cap \mathbb{Z}^{n}$ if and only if $p=t q$ for some state vector $q$ of $M$. The latter is equivalent to $q$ being such that its bending points $\left(x_{i}, y_{i}\right)$ satisfy $\left(t x_{i}, t y_{i}\right) \in \mathbb{Z}^{2}$. We also point out that given the $H$-description of the polytope $P_{M}$ as in Theorem 4.1, it follows that $p$ is in the relative interior of $P_{M}$, that is $p \in \operatorname{relint}\left(P_{M}\right)$, if and only if $p$ is the state vector of a generalized lattice path $Q$ in $M$ such that $Q$ intersects $U$ and $L$ only in $(0,0)$ and $(n-k, k)$ and the bending points of $Q$ satisfy $x_{i}<x_{i+1}$ and $y_{i}<y_{i+1}$, for $i \in[n]$. That is, $Q$ is a strictly monotone path.


Figure 10. A generalized lattice path in $M[13,34]$.
4.4. Characterizing Gorenstein LPMs. Finally after few more definitions we will be able to state the main result of this section. A lattice polytope $P \subset \mathbb{R}^{n}$ containing 0 in its interior is called reflexive if its dual (polar) polytope is also a lattice polytope. In general, one says that a lattice polytope $P$ is reflexive if a translation of it, say $P-z$ for some $z \in \mathbb{R}^{n}$, is reflexive. If $P$ is a lattice polytope we say that $P$ is ( $\delta$-)Gorenstein if $\delta P$ is reflexive, for some $\delta \in \mathbb{Z}_{>0}$. We say that a matroid $M$ is Gorenstein if $P_{M}$ is Gorenstein. We encourage the reader to look at [4] for equivalent definitions of Gorenstein, including the one we appeal to in the Introduction.

Proposition 4.4. [4] A polytope $P$ is reflexive if and only if for every facet-defining subspace $H$ there is no integer point in aff $(P)$ between $H$ and its homogenization $H_{0}$.

With these concepts in mind we now establish the main result in this section.
Theorem 4.5. Let $M=M[U, L]$ be a connected LPM over [ $n$ ] of rank $k$. Then $M$ is $\delta$-Gorenstein if and only if one of the following conditions holds:
$\delta=2$ : the line $\ell: y=x$ intersects $U$ and $L$ trivially. That is $\ell \cap U \subset\{(0,0),(n-k, k)\}$ and $\ell \cap L \subset\{(0,0),(n-k, k)\}$. Additionally, every concave point $p$ in the boundary of $M$ is of the form $(i, i+1)$ or $(i+1, i)$ for some $i$.
$\delta \geq 3$ : $M$ is isomorphic to the snake $S(\delta-2, \ldots, \delta-2)$ or $S^{*}(\delta-2, \ldots, \delta-2)$.
Proof. In order to prove this result we point out the following. If $M=M[U, L]$ is a connected LPM which is $\delta$-Gorenstein then $\delta \geq 2$ since $P_{M}$ is a $0 / 1$-polytope. This is equivalent to the existence of some $z \in \operatorname{relint}(\delta P)$ such that the polytope $Q:=\delta P-z$ is reflexive. In view of the remark following Theorem 4.3, $z$ corresponds to a strictly monotone path inside the diagram of $M$, as described in the remark. Denote this path by $\tilde{z}$.
From Theorem 4.2, there are two types of defining hyperplanes for $Q$. The ones corresponding to concave boundary points are of the form $\sum_{j=1}^{i}\left(\delta L_{j}-z_{j}\right)=\sum_{j=1}^{i} x_{j}$ and $\sum_{j=1}^{i}\left(\delta U_{j}-z_{j}\right)=$ $\sum_{j=1}^{i} x_{j}$. The homogenization of these hyperplanes is $\sum_{j=1}^{i} x_{j}=0$. By Proposition 4.4 M being Gorenstein is equivalent to the fact that there is no integer point $p$ in between the hyperplane and its homogenization. This means that we cannot have $\sum_{j=1}^{i}\left(\delta L_{j}-z_{j}\right)<\sum_{j=1}^{i} p_{i}<0$. Therefore, $\sum_{j=1}^{i}\left(\delta L_{j}-z_{j}\right)=-1$ and similarly, $\sum_{j=1}^{i}\left(\delta U_{j}-z_{j}\right)=1$. Equivalently, these equations are $\sum_{j=1}^{i}\left(L_{j}-\tilde{z_{j}}\right)=-\frac{1}{\delta}$ and $\sum_{j=1}^{i}\left(U_{j}-\tilde{z}_{j}\right)=\frac{1}{\delta}$ in terms of the coordinates of the lattice path $\tilde{z}$ corresponding to $z$. Recall that the sum from $i=1$ to $i=j$ of the coordinates of a path correspond to their height along the diagonals $x+y=k$ for $k \in \mathbb{Z}_{+}$measured from the $x$ axis after placing the diagram of the LPM at the origin. Then these equations imply that $z$ correspond to a generalized lattice path passing $1 / \delta$-units above any concave corner in $L$ and $1 / \delta$-units below any concave corner in $U$.
Now, again by Theorem 4.2 the contraction/deletion type of hyperplanes are of the form $0-$ $z_{k}=x_{k}$ or $\delta-z_{k}=x_{k}$. Using Proposition 4.4 as before, we find that $z_{k}=1$ or $\delta-z_{k}=$ 1. Therefore, if the diagram has an interior point both equations must be satisfied, and this implies $\delta=2$. The only point in $2(P-\partial P)$ is the diagonal path, and together with the condition described before, we obtain the first part of the characterization.

If the diagram of the matroid has no interior point, it corresponds to a snake. By Theorem 4.2, in the horizontal parts of the snake only deletions are admissible, thus the path corresponding to $z$ has only $1 / \delta$ North steps. Similarly, for the vertical parts the path has only $(\delta-1) / \delta$ North steps. Together with the condition on the concave corners of the paths, this is equivalent to the snake being isomorphic to either $S(\delta-2, \ldots, \delta-2)$ or $S^{*}(\delta-2, \ldots, \delta-2)$. The result follows.


Figure 11. On the left an LPM satisfying condition 1. of Theorem 4.5. The other two LPMs are not Gorenstein as the highlighted concave points show.

As uniform matroids are LPMs, we recover a result of [18, Theorem 2.4].
Corollary 4.5.1. A uniform matroid is Gorenstein if and only if it is $U_{n, 2 n}, U_{1, n}$ or $U_{n-1, n}$.
Finally, and as a main connection to the theme of the paper we obtain:
Corollary 4.5.2. If an LPM satisfies the conditions of Theorem 4.5, then its $h^{*}$-vector is unimodal.
Proof. Let $M$ be an LPM. Since the alcoved triangulation of $P_{M}$ is unimodal and regular, see 2.1, one can apply the results of [14, Theorem 1], which guarantees that Gorenstein polytopes with such triangulations have unimodal $h^{*}$-vector.

## 5. Volumes of LPM Polytopes of rank 2

In the present section we restrict ourselves to connected LPMs. Given an LPM over [ $n$ ], say $M=M[U, L]$, we denote by $\mathcal{S}[U, L]$ the set of snakes over $n n]$ that fit inside the diagram of $M$. That is, snakes over $[n]$ whose boundary paths lie between $U$ and $L$. In Figure 2 we illustrate the snakes in $\mathcal{S}[1246,3568]$. A very useful property of snakes is that the set $\mathcal{S}[U, L]$ yields a decomposition of $P_{M}$. More precisely, [15, Corollary 4] gives us the following.
Theorem 5.1. Let $M=M[U, L]$ be an $L P M$ over $[n]$ and let $\mathcal{S}[U, L]$ as before. We have

$$
P_{M}=\bigcup_{S \in \mathcal{S}[U, L]} P_{S}
$$

such that $P_{S} \cap P_{S^{\prime}}$ is a face of both $P_{S}, P_{S^{\prime}}$ for any two distinct $S, S^{\prime} \in \mathcal{S}[U, L]$.
A particular consequence of Theorem 5.1 that has been used for instance in [6] is:
Corollary 5.1.1. Let $M=M[U, L]$ an $L P M$ and $\mathcal{S}[U, L]$ the set of connected snakes fitting in the diagram of $M$. We have

$$
\operatorname{Vol}\left(P_{M}\right)=\sum_{S \in \mathcal{S}[u, L]} \operatorname{Vol}\left(P_{S}\right)
$$

Since our purpose in this section is to understand combinatorially the volume of (base polytopes of) LPMs of rank 2, we point out the following. Corollary 5.1.1 tells us that if $M=$ $M[U, L]$, then computing the volume of $P_{M}$ can be achieved by computing the volume of each $S \in \mathcal{S}[U, L]$, and then add them up. On the other hand, for each such $S$ we know from Theorem 3.3 that $P_{S}$ is an order polytope, and its volume is the number of linear extensions of the corresponding fence $F(\alpha)$, where $S=S(\alpha)$ for some composition $\alpha$. Now, let us illustrate a way of thinking of a linear extension of $F(\alpha)$ via a labelling of (the cells of) $S(\alpha)$. Let $\alpha \models m$ and let $S=S(\alpha)$. A labelling $\mathcal{L}$ of $S$ is a labelling of its $m+1$ cells using numbers from $[m+1]$ in
such a way that labels increase in each column from bottom to top and in each row from right to left. This increasing condition simply reflects the ordering of the corresponding elements in the poset $F(\alpha)$. Such labelling $\mathcal{L}$ induces a linear extension $\mathcal{L}_{F}$ of $F(\alpha)$ as follows: if box $i$ of $S$ has label $j$ then $p_{i}$ is in the $j$-th position in $\mathcal{L}_{F}$, and we write $\mathcal{L}_{F}\left(p_{i}\right)=j$. Here we think of $S(\alpha)$ sequentially obtained by adding first $\alpha_{1}+1$ boxes, then $\alpha_{2}$ and so on (as described in Section 3 ), and thus the $i$-th box of $S(\alpha)$ is the $i$-th box added in this fashion.
Example 5.2. Let $\alpha=(1,1,1,1,2) \models 6$. In Figure 12 we illustrate $F(\alpha)$ along with a labelling $\mathcal{L}$ of $S(\alpha)$. The linear extension $\mathcal{L}_{F}$ of $F(\alpha)$ induced by $\mathcal{L}$ is $p_{1}<p_{5}<p_{3}<p_{6}<p_{4}<p_{7}<p_{2}$.


Figure 12. The linear extension $p_{1}<p_{5}<p_{3}<p_{6}<p_{4}<p_{7}<p_{2}$ of $F(1,1,1,1,2)$ displayed inside the diagram of $S(1,1,1,1,2)$.

Remark. The reader can check that this correspondence from labellings $\mathcal{L}$ of $S(\alpha)$ and linear extensions $\mathcal{L}_{F}$ of $F(\alpha)$ is actually a bijection. This will become relevant to us, since we will compute volumes of LPMs of rank 2, in particular, by counting linear extensions of snakes.
From now on we restrict to the case of LPMs of rank 2. We introduce the following notation for such LPMs.
Definition 5.1. For all $n \geq 4$ and $1 \leq k \leq \ell \leq n-2$, denote by $M_{n}[k, \ell]$ the LPM of rank 2 $M[U, L]$ where $U=\{1, n-\ell\}$ and $L=\{n-k+1, n\}$.
Remark. With $k, \ell$ as before the following observations are in order:

- The uniform matroid of rank 2 over $[n]$, denoted $U_{2, n}$, corresponds to $M_{n}[1, n-2]$.
- The diagram of the rank 2 matroid $M_{n}[k, \ell]$ is a subdiagram of that of the uniform matroid $U_{2, n}$. That is, removing the leftmost $n-2-\ell$ cells from the top row of $U_{2, n}$ and the rightmost $k-1$ cells from the bottom row of $U_{2, n}$ provides us the diagram of $M_{n}[k, \ell]$ (see Figure 13).
- Schubert matroids are a subclass of LPMs. In particular, Schubert matroids over $[n]$ of rank 2 are obtained as $M_{n}[1, \ell]$, for any $1 \leq \ell \leq n-2$.
- When $k=\ell$ the matroid $M_{n}[k, k]$ is a snake, denoted $S_{k, n}$, and

$$
S_{k, n}= \begin{cases}S^{*}(n-3,1) & k=1 \\ S^{*}(n-k-2,1, k-1) & 1<k<n-2 . \\ S(1, n-3) & k=n-2\end{cases}
$$

With these observations in mind let $\sigma_{n}(k, \ell)$ denote the normalized volume of $M_{n}[k, \ell]$, for $n \geq 4$ and $0 \leq k \leq \ell \leq n-2$. Otherwise set $\sigma_{n}(k, \ell)=0$.
Example 5.3. Considering again $M=M_{8}[3,5]$ as in Figure 13, the set of snakes inside the diagram of $M$ is $\left\{S_{3,8}, S_{4,8}, S_{5,8}\right\}$. Thus, Theorem 5.1 tells us that $P_{M}$ can be decomposed into 3 matroid polytopes, each one corresponding to the given snakes inside $M$. Hence, Corollary 5.1.1 tells us that $\sigma_{8}(3,5)=\sigma_{8}(3,3)+\sigma_{8}(4,4)+\sigma_{8}(5,5)$. Now, in order to compute, say, $\sigma_{8}(3,3)$ we need to compute the number of labellings $\mathcal{L}$ of this snake. Any such $\mathcal{L}$ gives rise to a set partition $\left(A_{1}, A_{2}\right)$ of $[8-1]$ such that $\max A_{2}>\min A_{1}$ and $\left|A_{2}\right|=k=3$. For instance, $(1235,467)$ is depicted in Figure 13.


Figure 13. Diagram of $M_{n}[k, \ell]$ where $n=8, k=3$ and $\ell=5$. The snake $M_{8}[3,3]$ is shaded and the labelling $\left(A_{1}, A_{2}\right)=(1235,467)$ is included inside the snake.

Theorem 5.4. Let $n \geq 4$ and let $1 \leq k \leq \ell \leq n-2$. Then $\sigma_{n}(k, \ell)$ satisfies:
(1) $\sigma_{n}(k, k)=\binom{n-1}{k}-1$.
(2) $\left.\sigma_{n}(k, \ell-1)+\sigma_{n}(k, \ell)+\binom{n-1}{k-1}+\ell-k\right)=\sigma_{n+1}(k, \ell)$.
(3) For fixed $k$ and $\ell, \sigma_{n}(k, \ell)$ is a polynomial in $n$ of degree $\ell$.

Proof. (1): As mentioned before, in this case $\sigma_{n}(k, k)$ coincides with the number of set partitions $\left(A_{1}, A_{2}\right)$ of $[n-1]$ such that $\max A_{2}>\min A_{1}$ and $\left|A_{2}\right|=k$. Hence, $A_{2}$ can be any of the $k$ subsets of $[n-1]$ except for $\{1,2, \ldots, k\}$. Hence, $\sigma_{n}(k, k)=\binom{n-1}{k}-1$.
(2): We show that the set of labellings of the snakes in $M_{n+1}[k, \ell]$ can be partitioned into three disjoint sets $X_{1}, X_{2}, X_{3}$ where $\left|X_{1}\right|=\sigma_{n}(k, \ell-1),\left|X_{2}\right|=\sigma_{n}(k, \ell)$ and $\left|X_{3}\right|=\binom{n-1}{k-1}+(\ell-k)$. Let $S_{i, n+1}$ be a snake in $M_{n+1}[k, \ell]$, then $n-2-\ell \leq i \leq n-2-k$. Let $\left(A_{1}, A_{2}\right)$ be the set partition corresponding to a labelling of $S_{i, n+1}$, as before.

- Let $i<n-2-k$ and consider $S_{i, n+1}$ as before. If $n \in A_{2}$ then $A_{2}=\left\{a_{1}<\cdots<a_{i}=n\right\}$. If $\min A_{1}<a_{i-1}$, delete the box in $S_{i, n+2}$ labelled $n$ and push the bottom row $S_{i, n+2}$ to the right to obtain a snake in $M_{n}[k, \ell-1]$ whose labelling is given by $\left(A_{2}-\{n\}, A_{1}\right)$. This accounts for the set $X_{1}$. If $\min A_{1}>a_{i-1}$ it implies that $A_{2}=\{1, \cdots, j, n\}$, and considering such labellings for each $i$ we obtain $\ell-k$ of them, giving rise to a subset of $X_{3}$.
- If $i=n-2-k$, the snake $S_{i, n+1}$ is the farthest one to the right in $M_{n+1}[k, \ell]$. If $n \in A_{2}$ then the number of such labellings is $\binom{n-1}{k-1}$, accounting for the rest of $X_{3}$.
- If $n \in A_{1}$, deleting it gives rise to a labelling of a snake inside $M_{n}[k, \ell]$, and every such labellings of snakes in arise $M_{n}[k, \ell]$ like this. This provides us the set $X_{2}$.
Finally, the polynomiality claimed in (3) follows from [47, Prop. 1.9.2a].

Let $A_{j, m}$ be the Eulerian number which counts the number of permutations of the set $[\mathrm{m}]$ with $j$-descents for $0 \leq j \leq m-1$. Notice that, for $1 \leq k \leq n-2$ it holds that a labelling of the snake $S_{n-k+1, n}=(k-1,1, n-k-2)$ corresponds to a unique permutation on $[n-1]$ with only one descent. More precisely, consider the following bijection between the set $\mathcal{L}\left(S_{n-k+1, n}\right)$ of labellings of $S_{n-k+1, n}$ and the set $D_{n-k-2, n-1}$ of permutations of $[n-1]$ (in one-line notation) with a unique descent in position $n-k-2$ :

$$
\begin{array}{rlrlll}
\varphi_{k}: & & \mathcal{L}\left(S_{n-k+1, n}\right) & & \longrightarrow & D_{n-k-2, n-1} \\
& & & a_{k+1} & \ldots & a_{n-1} \\
& a_{1} & a_{2} & \ldots & a_{k} &
\end{array}
$$

where the vertical line in the permutation marks its unique descent. It is known that the volume of $P_{M}$ where $M=U_{2, n}$ is the Eulerian number $A_{1, n-1}$ (see [31]). We have therefore the following.

Corollary 5.4.1. The following recursion holds for the volume of Schubert matroids of rank 2.

$$
\begin{equation*}
\sigma_{n}(1, \ell-1)+\sigma_{n}(1, \ell)+\ell=\sigma_{n+1}(1, \ell) \tag{2}
\end{equation*}
$$

where $\sigma_{n}(1,1)=n-2$ for every $n \geq 3$. Moreover for each $1 \leq \ell \leq n-3$ one has that $A_{1, n-1}=$ $\sigma_{n}(1, \ell)+\sigma_{n}(1, n-\ell-2)$.
Proof. The first part of the statement follows directly from Theorem 5.4. For the second part, for a fixed $\ell \in[n-3]$ denote by $D_{\leq \ell}$ the set of permutations of $[n-1]$ with a unique descent in position $j$ where $j \leq \ell$, and similarly $D_{\geq \ell}$. Then $\left|A_{1, n-1}\right|=\left|D_{\leq \ell}\right|+\left|D_{>\ell}\right|$. In addition, one has that $\left|D_{\leq \ell}\right|=\sigma_{n}(1, \ell)$ is the volume of the Schubert matroid $M_{n}^{\leq}[1, \ell]$. On the other hand the set $D_{>\ell}$ is in bijective correspondence with the labellings of snakes inside $M_{n}[1, n-2-\ell]$.
We refer the to OEIS sequence A347976 where we display the triangle of values that Corollary 5.4.1 makes allusion to.

We can extend $\sigma_{n}(1, \ell)$ to a function $f_{\ell}: \mathbb{Z} \rightarrow \mathbb{Z}$ defined by $f_{\ell}(n)=\sigma_{n}(1, \ell)$ using the recursion
(2) from above. Below we computed $f_{\ell}(n)$ for $0 \leq n \leq 10$ and $1 \leq \ell \leq 8$ where the first column corresponds to the values of $\sigma_{n}(1,1)$ and the bold diagonal is the sequence $A_{1, n-1}$. In particular, the second part of Corollary 5.4.1 says for instance, that $A_{1,5}=26=22+4=$ $\sigma_{6}(1,3)+\sigma_{6}(1,1)$.

| $n \backslash \ell$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | -2 | -2 | -4 | -4 | -6 | -8 | 0 | -28 |
| 1 | -1 | -2 | -3 | -4 | -5 | -8 | -1 | -20 |
| 2 | 0 | -1 | -2 | -3 | -4 | -7 | -2 | -13 |
| 3 | $\mathbf{1}$ | 1 | 0 | -1 | -2 | -5 | -2 | -7 |
| 4 | 2 | $\mathbf{4}$ | 4 | 3 | 2 | 1 | 0 | -1 |
| 5 | 3 | 8 | $\mathbf{1 1}$ | 11 | 10 | 9 | 8 | 7 |
| 6 | 4 | 13 | 22 | $\mathbf{2 6}$ | 26 | 25 | 24 | 23 |
| 7 | 5 | 19 | 38 | 52 | 57 | 57 | 56 | 55 |
| 8 | 6 | 26 | 60 | 94 | 114 | $\mathbf{1 2 0}$ | 120 | 119 |
| 9 | 7 | 34 | 89 | 158 | 213 | 240 | 247 | 247 |
| 10 | 8 | 43 | 126 | 251 | 376 | 459 | 494 | $\mathbf{5 0 2}$ |

With the understanding we have gained about labellings of snakes and the volume of LPMs, we will aim next to give an interpretation of the $h^{*}$-vector of LPMs of rank 2 .

## 6. The $h^{*}$-VECTOR Of LPMs Of Rank 2

In [46] Stanley provided a triangulation of the uniform matroid $M=U_{k, n}$. On the other hand, in [29] the authors proved that Stanley's triangulation is the alcoved triangulation of $P_{M}$. In our case, if $M$ is an LPM we will construct a triangulation $\Delta$ of $P_{M}$ such that $\Delta$ is obtained from Stanley's, and hence $\Delta$ is alcoved. The main result of this section, given in Theorem 6.7, provides a combinatorial way to compute the $h^{*}$-vector of a $M=M[U, L]$ of rank 2. This result will be achieved in four main steps:
(1) We make use of Theorem 5.1, which allows us to subdivide $P_{M}$ into pieces indexed by its set of snakes $\mathcal{S}[U, L]$. Next, we make use of the results relating snakes and order polytopes in Section 3 in order to describe the dual graph of the alcoved triangulation of $P_{M}$, see Theorem 6.3.
(2) We provide a new combinatorial interpretation for $h^{*}\left(U_{2, n}\right)$. The coefficients of $h^{*}\left(U_{k, n}\right)$ appeared previously in [24, Corollary 2.9] and have been given a different combinatorial interpretation in [25]. However, unlike these known interpretations, ours is purely combinatorial. See Theorem 6.5.
(3) We extend the interpretation of $h^{*}\left(U_{2, n}\right)$ to Schubert matroids of rank 2 , see Theorem 6.6.
(4) We show how to obtain the $h^{*}$-vector of an opposite Schubert matroid from the $h^{*}$-vector of a Schubert matroid. Combining the two, we obtain an combinatorial interpretation for the $h^{*}$-vector of arbitrary LPMs of rank 2 , see Theorem 6.7.
6.1. Dual graph of the alcoved triangulation of an LPM. Now we wish to describe the dual graph of the alcoved triangulation for LPMs, starting with the particular case of snakes. By Theorem 3.3, matroid polytopes of snakes are order polytopes of fences. That is, given a snake $S$ there is a fence $F$ whose order polytope $\mathcal{O}(F)$ is affinely equivalent to $P_{S}$. The triangulation of $\mathcal{O}(F)$ is such that each simplex is index by a linear ordering of $F$. Thus we now want to describe what is the simplex $\Delta(\mathcal{L})$ corresponding to a labelling $\mathcal{L}$ of the snake $S$.
Let $S=M[U, L]$ be a snake on $[n]$, let $\mathcal{L}$ be a labelling of it and let $\left(L_{1}, \ldots, L_{n}\right)$ be the state vector of $L$. Notice that the smallest label of $\mathcal{L}$, namely 1 , appears in a position $i$ such that $L_{i-1}=0$ and $L_{i}=1$. We denote by $f(L)$ the $f$ lip of the $0 / 1$-vector $\left(L_{1}, \ldots, L_{n}\right)$ to be

$$
f(L)=\left(L_{1}, \ldots, L_{i-2}, L_{i}, L_{i-1}, L_{i+1}, \ldots, L_{n}\right)
$$

That is, we flip the entry $i$ where the smallest label appear, with the entry $i-1$. Remark that $f(L)$ is the state vector of another basis $B$ of $S$. Continuing this way, $f^{2}(L)=f(B)$ is the state vector of another basis. Notice also that one obtains (the state vector of) $U$ through $f^{n-1}(L)$. Then the simplex $\Delta(\mathcal{L})$ corresponding to $\mathcal{L}$ is given by

$$
\Delta(\mathcal{L})=\operatorname{conv}\left\{B_{1}, B_{2}, \ldots, B_{n}\right\}
$$

where each $B_{i} \in \mathbb{R}^{n}$ is obtained successively as follows:
(i) Set $B_{1}:=\left(L_{1}, \ldots, L_{n}\right)$ to be the state vector of $L$.
(ii) For $2 \leq i \leq n$ let $B_{i}:=f\left(B_{i-1}\right)$.

Example 6.1. Let $S=M[14,45]$ and let $\mathcal{L}=(134,2)$ be a labelling of the snake. The simplex $\Delta(\mathcal{L})$ is the convex hull of $B_{1}=(0,0,0,1,1), B_{2}=(0,0,1,0,1), B_{3}=(0,0,1,1,0), B_{4}=$ $(0,1,0,1,0)$ and $B_{5}=(1,0,0,1,0)$. Figure 14 illustrates step by step the vertices of $\Delta(\mathcal{L})$ along with each basis.


Figure 14
Theorem 6.2. Let $S=M[U, L]$ be a snake on $[n]$ and $\mathcal{L}$ a labelling of it. Then the map $\pi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n-1}$ such that

$$
\pi\left(p_{1}, \ldots, p_{n}\right)=\left(p_{1}-L_{1},\left(p_{1}-L_{1}\right)+\left(p_{2}-L_{2}\right), \ldots, \sum_{i=1}^{n-1}\left(p_{i}-L_{i}\right)\right)
$$

projects $\Delta(\mathcal{L})$ to the simplex $\mathcal{L}_{F}$ of the canonical triangulation of $\mathcal{O}(F)$ where $F$ is the fence associated to $S$.
Proof. Let $\Delta(\mathcal{L})=\operatorname{conv}\left\{B_{1}, \ldots, B_{n}\right\}$ as before, where $B_{1}$ and $B_{n}$ are the state vectors of $L$ and $U$, respectively. The idea of the proof is to notice that applying the map $\pi$ to $B_{1}, \ldots, B_{n}$, in order, gives us $\pi\left(B_{1}\right)=(0, \ldots, 0), \ldots, \pi\left(B_{n}\right)=(1, \ldots, 1)$ and $\pi\left(B_{i}\right)-\pi\left(B_{i-1}\right)=(0, \ldots, 0,1,0, \ldots, 0)$ where 1 appears in some position $a_{i}$, for each $2 \leq i \leq n$. Let $a_{i}$ be the position where the new 1 appeared in $\pi^{i}\left(B_{1}\right)$. By construction, the vectors we obtain this way are the vertices of the simplex

$$
\Delta=\left\{x \in \mathbb{R}^{n-1} \mid 0 \leq x_{a_{1}} \leq x_{a_{2}} \leq \ldots \leq x_{a_{n-1}} \leq 1\right\}
$$

Also the numbers $a_{i}$ are such that $\mathcal{L}_{F}\left(p_{a_{i}}\right)=i$. Thus, we obtain the simplex of $\mathcal{L}$ in the canonical triangulation of the order polytope of $F$.

Remark. The map $\pi$ first appeared in [26, Theorem 4.1].
Since our main interest is to understand the $h^{*}$-polynomial of any $M=M[U, L]$ of rank 2 , we will make use of the analysis we just did for snakes. That is, the polytope $P_{M}$ can be subdivided as $P_{M}=\bigcup_{S \in \mathcal{S}[U, L]} P_{S}$ by Theorem 5.1. In turn, for each such $S$ we have $P_{S}=\bigcup_{\mathcal{L}} \Delta(\mathcal{L})$, running through all the labellings $\mathcal{L}$ of $S$, then our computation of $h^{*}$ will analyze how the triangulation of all the $P_{S}$ fit together within $P_{M}$. A priori our discussion already shows that the alcoved triangulation $\Delta_{M}$ of $P_{M}$ is such that its dual graph $G_{\Delta}$ has as vertices simplices indexed by the set $\{(S, \mathcal{L}): S \in \mathcal{S}[U, L], \mathcal{L}$ a labelling of $S\}$. This, and the following theorem in fact hold true for any LPM, not only those of rank 2.

Theorem 6.3. Let $M=M[U, L]$ be an $L P M$. The edges in the dual graph $G_{\Delta}$ of the alcoved triangulation $\Delta_{M}$ of $M$ are of two types:
(i) In the same snake: Two simplices indexed by $(S, \mathcal{L})$ and $\left(S, \mathcal{L}^{\prime}\right)$ form an edge if and only if $\mathcal{L}$ and $\mathcal{L}^{\prime}$ differ by a swap.
(ii) Between snakes: Two simplices indexed by $(S, \mathcal{L})$ and $\left(S^{\prime}, \mathcal{L}^{\prime}\right)$, where $S \neq S^{\prime}$, form an edge if and only if one of the vertices, say $(S, \mathcal{L})$, can be transformed into $\left(S^{\prime}, \mathcal{L}^{\prime}\right)$ as follows: picking the box in $S$ labelled 1 and moving it one unit up, then one unit left produces the snake $S$ with a labelling $\mathcal{L}^{\prime \prime}$ whose label $i$ coincides with $i-1$ in $\mathcal{L}^{\prime}$ if $i \geq 2$. Otherwise if $i=1$ then it corresponds to the label $n$ in $\mathcal{L}^{\prime}$.

Proof. We only focus on (ii) since (i) follows from Proposition 2.3 by interpreting labellings as linear extensions of fences.
For (ii), consider two simplices $\Delta(\mathcal{L})=\operatorname{conv}\left\{B_{1}, \ldots, B_{n}\right\}$ and $\Delta\left(\mathcal{L}^{\prime}\right)=\operatorname{conv}\left\{B_{1}^{\prime}, \ldots, B_{n}^{\prime}\right\}$ in $P_{M}$ indexed by $(S, \mathcal{L})$ and $\left(S^{\prime}, \mathcal{L}^{\prime}\right)$. In order for $\left\{\Delta(\mathcal{L}), \Delta\left(\mathcal{L}^{\prime}\right)\right\}$ to be an edge of $G_{\Delta}$, one must have that $\operatorname{dim}\left(\Delta(\mathcal{L}) \cap \Delta\left(\mathcal{L}^{\prime}\right)\right)=\operatorname{dim} P_{M}-1$. This happens if and only if all but one of the vertices of $\Delta(\mathcal{L})$ are vertices of $\Delta\left(\mathcal{L}^{\prime}\right)$. By the way such vertices where constructed, it must be the case that $B_{i}=C_{i-1}$ for $2 \leq i \leq n$, or $C_{i}=B_{i-1}$ for $2 \leq i \leq n$. Without loss of generality, assume the former. This is equivalent to the condition that picking the box in $S$ labelled 1 and moving it one unit up, then one unit left produces the snake $S^{\prime}$ with a labelling $\mathcal{L}^{\prime \prime}$ whose label $i$ coincides with $i-1$ in $\mathcal{L}^{\prime}$ if $i \geq 2$. Otherwise if $i=1$ then it corresponds to the label $n$ in $\mathcal{L}^{\prime}$. This finishes the proof.
Remark. Condition (ii) can be restated as follows: Two simplices are joined by an edge if and only if the intersection of the diagrams of their snakes is an LPM with two connected components and the relative orders of the elements in the intersection coincide.
6.2. $h^{*}$-polynomial of $U_{2, n}$. Recall that if $h^{*}(P)=\left(h_{0}^{*} \ldots, h_{d}^{*}\right)$ is the $h^{*}$-vector of a polytope $P$ then $\operatorname{Vol}(P)=h_{0}^{*}+\cdots+h_{m}^{*}$. Now, letting $P=P_{M}$ denote the matroid polytope of the matroid $M=U_{2, n}$ we aim to understand combinatorially the coefficients of $h^{*}(P)$. As mentioned before, an interpretation of these coefficients was given by Katzman in [24] using generating functions in the context of Veronese algebras. In this manuscript we will give a purely combinatorial interpretation of $h^{*}\left(P_{M}\right)$.
Let $P_{1, n}$ denote the set of permutations of $n$ with a unique descent. Given a permutation $\pi=\pi_{1} \cdots \pi_{n} \in P_{1, n}$ define $d(\pi):=k$ if the unique descent of $\pi$ is in position $k$. Since $\operatorname{Vol}\left(P_{M}\right)=A_{1, n-1}=\left|P_{1, n}\right|$ we will partition the set $P_{1, n-1}$ into disjoint non-empty parts as $P_{1, n-1}=\left(A_{0}, A_{1}, \ldots, A_{d}\right)$ in such a way that $\left|A_{i}\right|=h_{i}^{*}$, for $i=0, \ldots, d$.
Given $\pi \in P_{1, n-1}$, the number $i g(\pi)$ of initial gaps of $\pi$ is the cardinality of the set $\{i: 1 \leq$ $\left.i<d(\pi), \pi_{i+1} \neq \pi_{i}+1\right\}$. Similarly, the number $f g(\pi)$ of final gaps of $\pi$ is the cardinality of the set $\left\{i: d(\pi)<i<n-1, \pi_{i+1} \neq \pi_{i}+1\right\}$. For example, if $\pi=23478 \mid 1569$ then $d(\pi)=5$, $i g(\pi)=1$ and $f g(\pi)=2$. The statistic $i g$ will allow us to give a combinatorial interpretation of $h^{*}\left(U_{2, n}\right)$, in particular, as we will state in Theorem 6.5 whose proof will require the following auxiliary result.

Lemma 6.4. Let $S=S_{n-\ell+1, n}$ be a snake of rank 2 on $n$ elements. Let $\pi=a_{1} a_{2} \ldots a_{\ell} \mid a_{\ell+1} \ldots a_{n-1}$ and $\tau=b_{1} b_{2} \ldots b_{\ell} \mid b_{\ell+1} \ldots b_{n-1}$ be two permutations given by two labellings of $S$. Let $\phi_{\pi}$ and $\psi_{\tau}$ be


FIGURE 15. The dual graph of the alcoved triangulation of the base polytope of $M[12,45]=U_{2,5}$.
the linear orderings induced by $\pi$ and $\tau$ in the fence $F(S)$. Then the distance of $\phi_{\pi}$ and $\psi_{\tau}$ in the linear extension graph $L_{F}$ is $d\left(\phi_{\pi}, \psi_{\tau}\right)=\sum_{i=1}^{\ell}\left|a_{i}-b_{i}\right|$.
Proof. The proof of this result will follow from recalling that there is an edge between two vertices $\phi$ and $\psi$ of $L_{F}$ if $\phi^{-1} \circ s_{i}=\psi^{-1}$, for some $i \in[n-1]$ That is, if the corresponding linear orderings differ by their values in positions $i, i+1$. In terms of the permutations $\pi$ and $\tau$ given by these linear orderings as labellings of $S$, it follows that $\phi^{-1} \circ s_{i}=\psi^{-1}$ if and only if $s_{i} \circ \pi=\tau$. That is, if $\pi$ and $\tau$ differ by the position of values $i, i+1$. Since $S$ has rank 2 then $\pi$ and $\tau$ are connected by an edge if and only if $\phi^{-1} \circ s_{i}=\psi^{-1}$ if and only if $\pi=a_{1} \ldots a_{\ell} \mid a_{\ell+1} \ldots a_{n-1}$ and $i=a_{p}, i+1=a_{q}$ for $p \leq \ell<q$. The result then follows.

For instance letting $\ell=4, n=8$ we have that $\pi=2356 \mid 147$ and $\tau=2456 \mid 137$ correspond to the linear orderings 3765421 and 3765241, respectively. The distance between $\pi$ and $\tau$ is 1 .
For a fixed $n$ we let $\pi_{0}:=n-1 \mid 12 \cdots n-2$ be the permutation corresponding to a labelling of the snake $S_{1, n-1}$ inside $U_{2, n}$. In the alcoved triangulation $\Delta$ of (the matroid polytope of) $U_{2, n}$ the permutation $\pi_{0}$ indexes a simplex which will be the simplex we use to provide an orientation of $G_{\Delta}$ away from $\pi_{0}$. Notice we abuse notation by identifying the simplex with the permutation and we will do so as long as no confusion arises.
Theorem 6.5. Let $P=P_{U_{2, n}}$ be the matroid polytope of $U_{2, n}$. Then $h^{*}(P)$ satisfies the following

- $h_{0}^{*}+h_{1}^{*}=\left|\left\{\pi \in P_{1, n-1}: i g(\pi)=0\right\}\right|$, and
- $h_{k}^{*}=\mid\left\{\pi \in P_{1, n-1}:\right.$ ig $\left.(\pi)=k-1\right\} \mid$
where the last equality holds for $k \geq 2$.
Proof. Let $\pi_{0}$ be as above and let $G_{\Delta}$ be the graph of the alcoved triangulation of $P$ oriented away from $\pi_{0}$. In the snake subdivision of $P$ we have by Theorem 5.1 that $P=\cup_{k=1}^{n-2} P_{i}$ where $P_{i}$ is the matroid polytope of the snake $S_{i, n}$. The strategy of the proof will be to count the number of incoming arrows in $G_{\Delta}$ for each simplex (labelling) in each $P_{i}$. Any such labelling is a permutation of $[n-1]$ with one descent. If any such permutation $\pi$ has a descent in position $\ell$ we will simply write $\pi=a_{1} \cdots a_{\ell} \mid \cdots$ as there is a unique way to fill in the remaining values


Figure 16. Dual graph $G_{\Delta}$ of alcoved triangulations of LPMs, where the thick grey arcs are within snakes and the thin black arcs are between snakes. Dual graph of $U_{2,6}$ oriented away from $\pi_{0}=51234$. Counting vertices of given indegree yields $h_{0}^{*}=1, h_{1}^{*}=9, h_{2}^{*}=15$ and $h_{3}^{*}=1$ (left). Dual graph of $M[1,2]$, which can be obtained from $U_{2,6}$ be removing the two top layers. Counting vertices of given in-degree yields $h_{0}^{*}=1, h_{1}^{*}=6, h_{2}^{*}=6$ and $h_{3}^{*}=0$ (right).
increasingly. Let $\pi=a_{1} \cdots a_{\ell} \mid \cdots$ be a simplex in $\Delta$ corresponding to a labelling of $S_{\ell, n}$ for a fixed $\ell$. Lemma 6.4 describes the permutations $\tau$ coming from labellings of $S_{\ell, n}$ that are at distance 1 from the given one. This accounts for the number of $\tau$ such that $\tau \rightarrow \pi$, where $\tau$ is a labelling of $S_{\ell, n}$. If $a_{\ell}=n-1$ then there are as many incoming arrows to $\pi$ from permutations of the same snake, as initial gaps of $\pi$, as described by Lemma 6.4. More precisely, in this situation, if $a_{i+1} \neq a_{i}+1$ then $\tau_{i} \rightarrow \pi$ where for $j<\ell$ and $j \neq i$ one has $\tau(j)=a_{j}, \tau(i)=a_{i}+1$. If $a_{\ell} \neq n-1$ we have the same arrows incoming to $\pi$ as described before, plus $\tau^{\prime} \rightarrow \pi$ where $\tau=a_{1} \cdots a_{\ell-1} a_{\ell}+1 \mid \cdots$.
It may also be the case that there is an arrow $\tau \rightarrow \pi$ where $\tau$ is a labelling from a different snake. Theorem 6.3 tells us that this can only happen if $a_{\ell}=n-1$ in which case there is an arrow $\tau \rightarrow \pi$ where $\tau$ is the labelling of $S_{\ell-1, n}$ where $\tau(i)=a_{i}+1$ for each $i \in[\ell-1]$.
Summarizing, there are $\operatorname{ig}(\pi)+1$ incoming arrows to a given $\pi$, as we wanted to prove.

By a simple combinatorial counting, Theorem 6.5 leads us to the following corollary.
Corollary 6.5.1. Let $P=\Delta_{2, n}$ be the matroid polytope of $U_{2, n}$. Then, $h^{*}(P)$ is given by

$$
h_{k}^{*}= \begin{cases}1 & \text { if } k=0 \\ \binom{n}{2}-n & \text { if } k=1 \\ \binom{n}{2 k} & \text { if } k \geq 2\end{cases}
$$

Proof. The equality $h_{0}^{*}=1$ follows since $\pi_{0}$ is the only permutation without incoming arrows.

By Theorem 6.5 we have that $h_{1}^{*}=\left|\left\{\pi \in P_{1, n-1}: i g(\pi)=0\right\}\right|-1$, which accounts for all permutations on $[n-1]$ with a unique descent in position $\ell \in[n-2]$, excluding $\pi_{0}$. Thus

$$
\begin{aligned}
h_{1}^{*} & =\sum_{l=1}^{n-2}(n-l-1)-1=n(n-2)-\frac{(n-2)(n-1)}{2}-(n-2)-1 \\
& =(n-2)\left(n-\frac{n-1}{2}-1\right)-1=\frac{n(n-3)}{2}=\binom{n}{2}-n .
\end{aligned}
$$

Now, we proceed by induction on $k$ to cover the remaining cases. The base case verifies that $h_{2}^{*}=\binom{n}{4}$. Indeed, let $\pi=a_{1} \cdots a_{\ell} \mid \cdots$ such that $i g(\pi)=1$. Then there is $i \leq \ell-1$ such that $a_{i+1} \neq a_{i}+1$ and thus $g:=a_{i+1}-a_{i}+1$ is such that $2 \leq g \leq n-\ell$. Knowing $\ell, i, g$ together with $a_{i}$ is enough to recover $\pi$, as the reader can check. Since there are $n-\ell-g+1$ possibilities for $a_{i}$ we have

$$
h_{2}^{*}=\sum_{l=1}^{n-2} \sum_{g=2}^{n-l} \sum_{i=1}^{l-1}(n-l-g+1)=\sum_{l=1}^{n-2} \sum_{g=2}^{n-l}(l-1)(n-l-g+1)=\binom{n}{4} .
$$

By induction, suppose $h_{k}^{*}=\binom{n}{2 k}$ where $k \geq 2$. Let $\pi=a_{1} \cdots a_{\ell} \mid \cdots \in P_{1, n-1}$ be a permutation with $i g(\pi)=k$ and with a unique descent in position $\ell$. Let $m$ be the position of the first gap. That is, $a_{m}+1 \neq a_{m+1}$ with $m$ minimal. Thus $a_{m} \in[1, n-2 k-1]$ as in this way we guarantee that $\pi$ has $k-1$ more initial gaps after position $m$. Note that $a_{1} \leq a_{2} \leq \cdots \leq a_{m}$ and thus given $a_{m}$, there are $\binom{a_{m}}{1}$ ways to choose $a_{1}$. Once $a_{1}$ is chosen the remaining $a_{j}$ are uniquely determined, for $j \leq m$.
On the other hand, values $\left\{a_{m+1}, \ldots, a_{\ell}\right\} \subseteq\left[a_{m}+2, n-1\right]=: S$, otherwise there would be a descent before $\ell$. Also, the remaining $k-1$ initial gaps of $\pi$ appear in positions $\{m+1, \ldots, \ell\}$. Since $|S|=n-a_{m}-2$ and using the induction hypothesis, we obtain

$$
h_{k+1}^{*}=\sum_{a_{m}=1}^{n-2 k-1}\binom{a_{m}}{1}\binom{|S|+1}{2 k}=\binom{n}{2(k+1)}
$$

where the equality follows from the Chu-Vandermonde identity. Thus the result follows.
Remark. Expressions for $h^{*}(\Delta)_{2, n}$ already appeared in work of Katzman [24] although not completely combinatorial, unlike ours.
The proof we provided in Theorem 6.5 allows us to describe the $h^{*}$-vector of any Schubert matroid of rank 2. Indeed, any Schubert matroid $M=M[1, \ell]$ of rank 2 over $n$ is such that the diagram of $M$ sits inside that of $U_{2, n}$. Therefore, only snakes $S_{k, n}$, for $k \leq \ell$ fit inside $M$ and thus are the only ones whose labelling we care about in $M$. Hence we obtain the following.
Theorem 6.6. Let $n \geq 1$ and let $M$ be the Schubert matroid $M[1, \ell]$, for some $\ell \neq n-2$. Then

- $h_{0}^{*}=1$, and
- $h_{k}^{*}=\mid\left\{\pi \in P_{1, n-1}: \operatorname{Des}(\pi) \leq \ell\right.$ and $\left.i g(\pi)=k-1\right\} \mid$
where the last equality holds for $1 \leq k$.
Proof. Let $\Delta_{M}$ be the alcoved triangulation of $M$ oriented away of $\pi_{0}$ as before. Then $G_{\Delta_{M}}$ is a subgraph of that of $U_{2, n}$, namely $G_{\Delta}$. Two vertices $\tau, \sigma$ of $G_{\Delta_{M}}$ satisfy that $\tau \rightarrow \sigma$ in $G_{\Delta_{M}}$ if and only if $\tau \rightarrow \sigma$ in $G_{\Delta}$. This means that no permutation $\pi \in P_{1, n-1}$ with $\operatorname{Des}(\pi)>\ell$ is such that $\pi \rightarrow \tau$, for any $\tau \in G_{\Delta_{M}}$. Therefore, the result follows just as in the Theorem 6.5.
A natural question to ask now is if we can use a similar technique to the one used in the proof of Theorem 6.6 to provide a formula for the $h^{*}$-vector of any LPM of rank 2. The following result answers that question.
Theorem 6.7. Let $n \geq 1$ and let $M=M_{n}[k, \ell]$ be an LPM of rank 2 over $[n]$. Then $h^{*}(M)$ satisfies

$$
h_{m}^{*}(M)=h_{m}^{*}\left(M_{n}[1, \ell]\right)+h_{m}^{*}\left(M_{n}[1, n-k-1]\right)-h_{m}^{*}\left(U_{2, n}\right)
$$

for $m=0,1, \ldots, d$. That is, $h^{*}(M)$ can be obtained through Schubert matroids.


Figure 17. A graph representing a positroid $M$ that is not an LPM, its set of bases decomposed into two order polytopes, and the associated posets.

Proof. The diagram of $M$ is the intersection of the diagrams of $M_{n}[1, \ell]$ and $M_{n}[k, n-2]$, which in turn implies that $P_{M_{n}[k, \ell]}=P_{M_{n}[1, \ell]} \cap P_{M_{n}[k, n-2]}$. On the other hand, every snake in the diagram of $U_{2, n}$ is contained either in $M_{n}[1, \ell]$ or $M_{n}[k, n-2]$, or in both. In terms of the corresponding Ehrhart polynomial of these polytopes our observations imply that

$$
L_{P_{U_{2, n}}}(t)=L_{P_{M_{n}[1, \ell]}}(t)+L_{P_{M_{n}[k, n-2]}}(t)-L_{P_{M}}(t) .
$$

Using the relation between $L_{P}(t)$ and $h_{P}(t)$ (via the Ehrhart series) we get

$$
h^{*}\left(P_{U_{2, n}}\right)=h^{*}\left(P_{M_{n}[1, \ell]}\right)+h^{*}\left(P_{M_{n}[k, n-2]}\right)-h^{*}\left(P_{M}\right)
$$

which allow us to conclude the result since the matroid $M_{n}[1, n-k-1]$ and $M_{n}[k, n-2]$ are isomorphic.

## 7. Future work

We recall that positroid polytopes are the intersection of matroid polytopes and alcoved polytopes [30, Theorem 2.1]. Hence, we are interested in extending our results to the family of positroids. More specifically we are interested in the following problems:
(1) find a combinatorial interpretation for the $h^{*}$-vector of positroids of rank 2.
(2) characterize positroids that are Gorenstein.
(3) find a recursive formula for the volume of positroids of rank 2.

Some of our results make use of the decomposition of the matroid polytope $P_{M}$ of an LPM M into snakes. This decomposition of $P_{M}$ satisfies the following: on the one hand it is the finest among all the decompositions of $P_{M}$ into pieces that are matroid polytopes. On the other hand this decomposition is the coarsest satisfying that each piece is an order polytope. In view of this, if $M$ is a positroid one may decompose it into subpolytopes such that each piece is: (i) a matroid polytope (ii) an order polytope? In [44] the authors study decompositions of type (i) via tropical geometry. We are interested in exploring (i) and (ii) and see when the coarsest decompositions of both types coincide as it is the case of LPMs. As a matter of fact, there are positroids for which they do not coincide as we illustrate now. Let $M$ be the graphic matroid of the triangle with three pairs of double edges $e_{1}, e_{2}$ and $e_{3}, e_{4}$ and $e_{5}, e_{6}$. Then $M$ is a positroid see [8, Theorem 5.1], but not an LPM, see [27, Theorem 3.2]. Hence, by Theorem 3.3 it is not an order polytope and indeed it decomposes into two order polytopes, both of which are not fences, see Figure 17. On the other hand $M$ is indecomposable into smaller matroid polytopes, see [7, Example 7.9].
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