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Abstract

Solving a problem of Babai and Pultr from 1980 we show that every commutative
idempotent monoid (a.k.a lattice) is the endomorphism monoid of a graph of bounded
degree. Indeed we show that maximum degree 3 suffices, which is best-possible.

On the other hand we strengthen a result of Babai and Pultr and show that no
class excluding a topological minor can have all completely regular monoids among
its endomorphism monoids. Moreover, we show that no class excluding a minor can
have all commutative idempotent monoids among its endomorphism monoids.

Mathematics Subject Classifications: 05C25,20M30,05C75,05C60

Keywords: graph endomorphisms, monoids, sparsity

1 Introduction

All graphs, monoids, and posets are considered to be finite.

Already in 1936, Ko6nig raises the question, whether every group I' is isomorphic to
the automorphism group Aut(G) of a graph G [20, Section 1.1]. Shortly after, Frucht
gives a positive answer [11]. Indeed, he later shows that every group is the automorphism
group of a 3-regular graph [12]. This is, the class of 3-regular graphs is Aut-universal.
Other Aut-universal classes have been determined later, e.g., with given connectivity or
chromatic number [39] as well as chordal graphs [28] or comparability graphs of posets of
bounded dimension [23]. Several negative results into this direction come from concrete
characterizations of groups appearing as automorphisms groups of a given graph class.
The first such result is the characterization of automorphism groups of forests and can be
traced back to Jordan, see Pdlya’s paper |37]. Babai gave a classification of automorphism
groups of planar graphs [2,5] which recently has been improved by Klavik, Nedela, and
Zeman [22]. The same group of authors has announced characterizations of automorphism
groups of outerplanar as well as graphs of treewidth 2, see [21]. In particular, none of
these classes is Aut-universal. More generally, Babai [3],4] shows that no graph class ex-
cluding a minor is Aut-universal. A big step towards the understanding of automorphism
groups of classes excluding a minor has been achieved recently by Grohe, Schweitzer, and
Wiebking [14]. In particular, they show that any graph class excluding a minor represents
only finitely many non-abelian simple groups, which resolves a conjecture of Babai [6].
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Already in the 60s, instead of the automorphism group Aut(G) of G, researchers
become interested in analogous questions concerning the endomorphism monoid End(G) of
G, and the representation of categories (see [38] for a monograph on the subject). Hedrlin
and Pultr show that every monoid can be represented as the endomorphism monoid of a
graph [15,16]. Getting negative results by fully characterizing the endomorphism monoids
of a given graph class is much harder than in the case of groups. Indeed, the structure
of endomorphism monoids of paths [10] and trees 9] are active areas of research. The
main negative result in the area is due to Babai and Pultr [7] and says that no graph
class excluding a topological minor is End-universal. Note that this in particular includes
graphs of bounded degree.

Because of the vastness of the class of monoids it is natural to distinguish important
subclasses, see Figure [1] for some of the most commonly considered classes. Note that
some of the regions displayed in the figure are empty. We say that a class of graphs G is
End-universal for a class of monoids M, if every monoid M € M is (isomorphic to) the
endomorphism monoid End(G) for a graph G € G. A result of this type is by Hell and
Nesetfil [18] who generalize Frucht’s result [12] and show that 3-regular graphs are End-
universal for the class of groups. Another example into this direction is a paper of Koubek,
R6d] and Shemmer [27] studying small graphs representing monoids from a given class.
Books that contain further information of representations of classes of monoids through

graphs include [17},26}38].
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Figure 1: Classes of monoids.

In the present paper we study how sparse a class G can be in order to be End-universal
for a class of monoids M. In order to measure sparsity we refer to a now well-known
hierarchy of sparse graph classes, see the book of Nesettil and Ossona de Mendez [36],
that has proven to be central to Structural Graph Theory and Algorithms. Nesetfil and
Ossona de Mendez [35] strengthened Hedrlin and Pultr result by showing that there is
a class G of bounded expansion which is End-universal (for the class of all monoids).
Indeed, most of the results we have mentioned so far with respect to Aut and End can
be seen from this hierarchical point of view. We continue the study of End-universality
of sparse graph classes. See Figure [2| for an overview over some of the most important
sparse classes and the results in this paper.
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Figure 2: Sparse classes of graphs. Green stands for endomorphism universality and red
for non-universality results.

Answering a question of Babai and Pultr |7, Problem 1.4] we show that graphs of max-
imum degree 3 are End-universal for commutative idempotent monoids (a.k.a lattices)
(Theorem, which is best-possible (Corollary. On the way we complement Hell
and Nesetfil’s result by showing that every k-cancellative monoid is the endomor-
phism monoid of a simple undirected graph of maximum degree at most max(k + 1, 3)
(Theorem . In order to illustrate the techniques, we give a self-contained proof of
the result of Nesetiil and Ossona de Mendez [35], presenting a class of (moreover lin-
early) bounded expansion that is End-universal (Proposition. On the other hand we
strengthen the main result of Babai and Pultr 7], by showing that no class excluding a
topological minor is End-universal for completely regular monoids (Theorem [6.3]). Babai’s
result on Aut-universality implies that no class excluding a minor is End-universal
for groups. Analogously to this, we show that no class excluding a minor is End-universal
for commutative idempotent monoids. Indeed, we show that already being End-universal
for distributive lattices does not allow excluding any minor (Theorem .

2 Preliminaries

Let K be a set of colors. A directed graph with K-colored arcs (or just arc-colored
digraph) is a pair D = (V,{A. | ¢ € K}), where A, C V2 for all ¢ € K. Thus, D
may be viewed as the arc-disjoint union of several digraphs - each without parallel arcs
but possibly with loops - one for each color. More generally, for K’ C K, we denote by
D[K'| = (V,{A. | c € K'}), that is, the subdigraph with K’-colored arcs of D induced by
K'’. We may think of a usual uncolored digraph D = (V, A) as a digraph with K-colored
arcs where |K| = 1. Finally, an undirected graph G = (V, E) without multiple edges
may be thought of as a bidirected digraph, where for each arc (u,v) € A, also (v,u) € A.
However, we usually denote edges of an undirected graph G = (V, E) as sets {u,v} € E.
An undirected graph is simple if it has no multiple edges and no loops. In the following



we introduce some basic notions for arc-colored digraphs, which in case of uncolored or
undirected graphs specialize to the standard notions unless mentioned otherwise.

A mapping ¢ : V — V is an endomorphism of D = (V,{A. | ¢ € K}) if (u,v) €
A. = (e(u),p(v)) € A for all arcs of D. For any arc (u,v) of D, we thus denote
o((u,v)) = (e(u),p()). A bijective endomorphism is an automorphism. The set of
endomorphisms of D is denoted by End(D) and forms a monoid under composition. Sim-
ilarly, the set of automorphisms Aut(D) of D forms a group. Note that these definitions
include the notions of endomorphisms and automorphisms of uncolored digraphs and
undirected graphs.

An important source of arc-colored digraphs are Cayley graphs. Let M be a monoid
and C' C M, then we define its arc-colored directed (right) Cayley graph Cay.,(M,C)
with respect to C' as the digraph with C-colored arcs, where V- = M and A. = {(m, mc) |
m € M} for all ¢ € C. A well-known, see e.g. [26, Theorem 7.3.7], easy but important
result, ties the monoids to their (generated) arc-colored directed Cayley graphs:

Lemma 2.1. Let M be a monoid and let C C M be a generating set of M. Then
M = End(caYCol(Ma C))

Lemma lies at the core of most constructions of a graph with prescribed endo-
morphism monoid or automorphism group. Basically, after applying the lemma, one
only has to get rid of colors and orientations. Also our positive results follow this
idea. We continue with definitions of degrees in arc-colored digraphs. For a digraph
D = (V,{A. | ¢ € K}) with K-colored arcs, v € V and ¢ € K, denote by deg} (v)
and by deg_ (v) the outdegree and indegree of v respect to the color ¢, respectively.
Denote by AT(D) and by A7 (D) the maximum of such outdegrees and indegrees for
v € V, respectively. The outdegree, indegree, and degree of v are defined as deg™ (v) =
> eex degt (v), deg™(v) = Y .ok deg. (v), and deg(v) = degt(v) + deg™(v), respec-
tively. The maximum and minimum of deg™, deg™, deg over all vertices of D are denoted
AT(D),6T(D), A=(D),5~ (D), A(D), (D), respectively. Moreover, denote by A*(D) =
max{A; (D),AF(D) | c € K}. Note that for degrees in undirected graph G we will just
use the standard definition, which differs from the one obtained by considering G as a
bidirected digraph.

Finally, we need to speak about walks in arc-colored digraphs. Let D = (V,{A. | ¢ €
K}) be a digraph with K-colored arcs, and K’ C K. A K'-walk W of D is an alter-
nating sequence vg, a1, v1, ..., ag, Vg with Vi € {0,1,....k} v; € V and Vi € {1,....,k} a; =
(vi—1,v), e € K" a; € Ac. The set of vertices of W is V(W) = {vy, ..., vk}, its set of arcs
is A(W) ={ai,...,ax}, and for every c € K its set of c-arcs is Ac(W) = A(W) N A.. The
nonnegative integer k is the length of W. We shall simply write walk, without the prefix,
if the context allows it, or if K/ = K. We denote the concatenation of walks W and W’
such that the last vertex of W coincides with the first vertex of W’ by WW'. Note that
for ¢ € End(D) and W = (v, a1, v1, ..., ag, v) a directed K'-walk of D its image p(W) is
a directed K'-walk (o(vg), p(a1),p(v1), ..., p(ag), p(vx)). This will be an important tool
to control the endomorphism monoids of arc-colored digraphs.

3 Replacing colors by rigid gadgets and bounded expansion

This section contains the proof of the following lemma, which in particular allows the
construction of End-universal graph classes of bounded expansion (Proposition [3.8]):

4



Lemma 3.1. For every arc-colored loopless digraph D with §*(D),5~ (D) > 1, there exists
a simple undirected graph G such that End(G) = End(D) and A(G) = max(A(D),3).

In order to construct a digraph D with given endomorphism monoid that satisfies the
preconditions of Lemma [3.1] in the present section we will use Lemma [3.7, which is a
slight strengthening of Lemma[2.1] In the next section, however, since we have to further
control the degree, we will use a blow-up construction, see Lemma

For any k > 0 the Heldrlin-Pultr graph HF arises from the complete graph K4 on
vertices bg, b1, ba, b3 by subdividing once the edge {bg, b2}, twice the edge {bo, b3}, 2k + 1
times the edge {b1,b2}, 2k — 1 times the edge {b2,b3}, and 2k times the edge {bs,b:1}.
See Figure [3] for an illustration, where further we denote the bounded facial cycles of the
plane drawing Z, Z2, Z3. The graph H' has been introduced by Heldrlin and Pultr [16],
the full family appears for instance in [1], also see [34].

by

2k +1 2k —1

by bs

2k
Figure 3: The Heldrlin-Pultr graph HF.

Note that the girth g(H"), i.e. the length of a shortest cycle of H¥, is 2k + 5, and
Z1, 29, Z3 are the shortest cycles containing b; and bs, by and b3, and b3 and by, respec-
tively. The importance of H* stems from the following property:

Lemma 3.2. [1] For every k > 0 the graph H* is rigid, i.e., has no non-identity
endomorphism.

k
Let HT be the set of vertices of Z; that are at distance at least % from b; and

from by. Observe that HT forms a subpath of Z;, and that |[HT| > g(%k) — 4. Similarly,

let H~ be the set of vertices of Z5 at distance at least g(#f) from by and bs3. If g(Hk) >9

then H~ also forms a subpath of Zy, and |H ™| > g(%k) — 6.

We will now use copies of H¥ as gadgets to replace colored arcs while preserving the
endomorphism monoid. This kind of construction has been called the arrow-construction
in 33, Section 2.3.2] and is also known as the Sip-product [32]. Variants have been used
in [11},/15,/16L|18}39,43].

We will stick close to the standard notation. So, given a set of colors K, choose k large
enough that in H* the sets H+, H™ are of size at least |K|. For each ¢ € K pick vertices

¢t € H' and ¢~ € H™, such that each such vertex is picked for only one ¢ € K. Denote
HF together with the choice of ¢* and ¢~ as HF.

Let D = (V,{A. | c € K}) be a K-colored digraph, and k large enough such that H¥
can be defined as above. We denote by Dy the (kth) sip-product of D and the Heldrlin-
Pultr graph H¥. It is the simple undirected graph obtained from D by replacing each arc



(z,y) € A by a copy of Hf and the vertices x,y of D are connected by an edge to ¢, ¢,
respectively. See Figure [4 for an illustration.

Figure 4: A single-colored c-arc a = (x,y) in D and its replacement in Dy,. The shortest
cycles of HY, are labelled Z{, Z}, Z} in correspondence with those of H".

More formally, for each ¢ € K and each a € A, let H*, = (V.4, E..) be a copy of HY
with designated vertices céfa, Ceq- I X is such a copy and z a vertex of X , we denote by
Zcq the image of by the (by Lemma unique homomorphism X — Hf,a. Now, the
(kth) sip-product of D and H¥, or simply the $ip-product of D is the undirected graph

Dy = (V' E') with:

V'=vVU [ Vea

ceK
acA.
E' ={x, ¢t Yy, ..l | c€K, a€ A, a= (z,y)}U E
yCe,ats Y Cea ’ cy Y c,as
ceK
a€A.

where these unions are assumed to be disjoint. By construction we immediately get:

Remark 3.3. If D is an arc-colored digraph with &ip-product Dy then A(Dj,) = max(A(D), 3).

Given D = (V,{A. | ¢ € K}) with &ip-product Dy, = (V', E') for every ¢ € End(D)
we define ¢’ : V! — V' as

@) = oz) ifzxeV
4 Tepa) if © € Vg for some c € K and a € A..

Lemma 3.4. If D is an arc-colored digraph with Sip-product Dy, and ¢ € End(D), then
¢ € End(Dy).

Proof. Let D = (V,{A. | c € K}), D, = (V',E') and {x,y} € E'. We distinguish two

cases.

Case 1. One of z and y is in V' and the other in V.., for some c € K and a € A..

Without loss of generality assume that x € V and y = céja for some c € K, a € A,

and 2’ € V with a = (2,2"). We have that ¢'(y) = Y p@) = ch (a)» and this already

¥
implies that {¢'(z),¢'(y)} € E'. If alternatively y = c_, and a = (2

analogous.

a)
,x), the argument is

Case 2. Both z and y are in V., for some c € K and a € A..

We have {¢'(7), ¢ (y)} = {Tc p(a)s Ye,p(a)} € E' by definition. O



Lemma 3.5. Let D be an arc-colored loopless digraph with §%(D),5~ (D) > 1 and Dy, its
gip-product. If ¢ € End(Dy,), then there is 1) € End(D) such that ¢ = /.

Proof. Let D = (V,{A. | c€ K}) and Dy, = (V',E'). Let ¢ € K and a € A,. Since D has
no loops, by construction none of the vertices in V' is in a cycle of Dy, of length at most
g(H*). This implies that ¢(V.,) NV = @. Since Hga is connected, there exist ¢ € K

and a’ € Ay such that ¢(V,,) C Vi . Therefore the restriction of ¢ to V., is the unique
homomorphism H, f, «— HE

Let a = (z,y) and suppose for contradiction that p(x) € Vi 4. Since 67(D) > 1 we
can take some ¢ € K and a € Az of the form a = (2/,x). The restriction of ¢ to Vz;
has to be the unique homomorphism Hz; — He 4. In particular, gp(ccfa) = c;t’a, and
go(cgﬁ) = Cu  are two vertices of Hy o at distance 2 or less, a contradiction to the choice
of H* and H~. Therefore p(x) € V. Since §7(D) > 1 any vertex of V can take the role

of . Henceforth, ¢(V) C V.
Since ¢(x) € V is a neighbour of ¢(cf,) = ¢

/ . . . /
v o € = cand ¢(z) is the origin of d'.

Similarly, since p(y) € V is a neighbour of p(c.,) = c_,/, ¢(y) is the endpoint of a’.

Now let 9 be the restriction of ¢ to V. It is clear that ¢» € End(D), because o’ € A..
It is also clear that 1)’ = . O

Proposition 3.6. Let D be an arc-colored loopless digraph with 6T (D),5~ (D) > 1 and
Dy, its sip-product. The mapping ® defined by ®(p) = ¢’ is a monoid isomorphism from
End(D) to End(Dy).

Proof. Let D = (V,{A. | ¢ € K}) and D}, = (V',E'). By Lemmas and
®(End(D)) = End(Dy). It is clear that ® is injective and that ®(idp) = idp, . Now
let ¢,1 € End(D) and z € V'. Then

P WE) = ()  ifreV
(®(p) 0 @(v))(x) = {go/(wc,w(a)) = Tepp(a)) U T € Ve for some c € K and a € AC}
= ®(p o) ().

O

As a consequence of Remark and Proposition we get that Dy has maximum
degree max(A(D), 3) and End(D;,) = End(D), which concludes the proof of Lemma

As a first application of the results of the present section we will construct a class of
bounded expansion representing all monoids. Such a construction was already known to
Nesettil and Ossona de Mendez [35], but we present a self-contained proof here in order
to illustrate these techniques. Moreover, our bound on the expansion seems more explicit.
We need some definitions.

For the rest of this section denote by |D| the number of vertices of an (arc-colored
directed) graph D and by ||D|| its number of edges/arcs (if arcs can have different colors,
they are counted once for each color they have). The density of an (arc-colored directed)

graph D is the quantity %. The radius of an undirected, connected graph G = (V, E)
is defined as rad(G) = minmaxd(u,v), and a vertex u with maxd(u,v) = rad(G) is a
ueV veV veV

central vertex. For a non-negative integer r, an undirected graph H is an r-shallow minor
of G if there exists a partition {V1, ..., V;} of V such that



i) rad(G[Vi]) < r for each 1 <1i < ¥;

ii) there is an injective mapping v +— Vi(v) from the vertex set of H to {W,..,Vi},
satisfying that if two vertices u,v of H are adjacent then there is an edge between

Vl(u) and Vz(v) .

A graph class G is said to have bounded expansion if there is a function f : N — R such
that any r-shallow minor of a graph in G has density at most f(r). See [36] for equivalent
definitions.

We give an easy improvement of Lemma that will be useful for the proof of Propo-
sition The idea has been present in the literature, see e.g. [26, Theorem 7.4.4] or [17,
Figure 4.12] and we indeed prove a stronger result later on, see Lemma but we still
propose it here, because of its simplicity.

Lemma 3.7. Let M be a monoid of order n and generating set C' with |C| =m < n — 1.
Then there exists a loopless arc-colored digraph D with §*(D),5~ (D) > 1 such that M =
End(D). Moreover, |D| = n(m + 2), ||D|| = 2n(m + 1), and the set of colors of the arcs
has size |K| =2(m + 1).

Proof. We start with C C M a generating set of M and set D" = Cay,,(M,C). Hence,
by Lemma [2.1| we have M = End(D"). Now, we add a new color which consists of a loop
at every vertex of D" to obtain D’. Clearly, End(D’) & End(D"). Now, for each color
c of D', let ¢ be a new color, in a way that ¢} # ¢ for different colors ¢;, ca. To obtain
D we subdivide each arc of D’ once in the following way: we replace it by a directed
path of length 2 (without the extreme vertices), the first arc of which (the one pointing
towards the new vertex) has color ¢, and the other has color ¢/, where ¢ is the color of
the original arc. Every endomorphism of D’ extends naturally to an endomorphism ¢
of D by mapping a subdivision vertex of a c-arc (u,v) to the subdivision vertex of the
c-arc (p(u), p(v)). Conversely, by the unique choice of colors ¢, ¢ any endomorphism of
D must map subdivision vertices of c-arcs to subdivision vertices of c-arcs. This yields
that all endomorphisms of D arise from endomorphisms of D’ and allows to conclude
End(D) & End(D’). Moreover, D is loopless and 6T (D),5 (D) > 1. The number of
vertices, arcs and colors follows from the construction. O

Proposition 3.8. Let f : RT — R* be a surjective, strictly increasing function. There
exist an End-universal g(mph class G and ro € R such that if H is an r-shallow minor

of a graph in G then % < f(r) for any r > ro.

Proof. Let M be a monoid with |M| = n having a generating set of size m. It can be
assumed that m + 1 < n. By Lemma there is a loopless arc-colored digraph D with
dt(D),6~(D) > 1 and M = End(D). Moreover, |D| = n(m + 2) and ||D|| = 2n(m + 1).

We now apply Proposition to D to construct the undirected graph Dkn- The value
of k, will be specified later. We have that
|Dy.,| = |D| + |H™||D|| = (12k,, + 15)n(m + 1) + n,
1Dy, | = (1H* || +2)|[ D]l = (12K, + 22)n(m + 1).

Let H be an r-shallow minor of Dkn arising from a partition {V1,..., Vy, Vii1, ..., Virw }
of the vertex set of Dy, , where Vi, ...,V are the sets corresponding to vertices of H.



We will later choose k, as an increasing function of n so our graphs satisfy the claim

kn
of the theorem. We first consider the case that r < %" < g () Note that this implies

2
diam(Dy,, [Vi]) < g(HTkn) for any vertex set V; of the partition. Let S<g be the set of

vertices of H with degree at most 6, and let Ssg be the set of the other vertices of H.

. kn
Observe that, since diam(Dy, [Vi]) < £ (bé )
that contains a vertex of D.

Claim. [S<¢| > >, 5., deg(v).

, every element of Ss¢g corresponds to a set V;

Proof. Let v,v" € Ss¢ be two different vertices of H. We show dg(v,v") > 2, which
implies the claim. Let v = vg, v1, ...,vs = v’ be the vertices of a shortest H-path between
vand v/, and let V,,, ..., V,,, be the sets of the partition from where they arise, respectively.
Note that the pairs V,,,V,,,, are adjacent in Dy, for i € {0,1,...,s — 1}. Moreover, we
know that there are vertices x,z’ of D with x € V,, 2’ € V,,. Therefore, the distance
between z and 2’ in Dy, is

- - g(H™)
dp, (z,2) < Zdiam(Dkn Vi,]) +s<(s+1) 5 + s.
i=0
On the other hand, d Dy (x,2') > g(HTkn) +2, as can be easily derived from the construction
of the §ip-product Dy, . This implies that dg(v,v') = s > 2. O
Therefore, if r < %” the density of H is
5] _ 615<o] + Toespdeg®) 7Sl 7
H] = 2(|S<el +[556]) T 2(|S<el +1956]) T 2

Let f: RT — R be any given surjective, strictly increasing function. Call h(z) the
inverse of 4/ @ At last, define k, = 6n[h(n)]. Note that the condition |K| < g(HTkn) —6

for the construction of Dy, , where K is the set of colors of the arcs of D, is met (|K| < 2n
by Lemma . Now we set G as the class of graphs Dy, obtained in this way from
all monoids. Let us check that for 7 = h(1) the properties claimed in the theorem are
satisfied. Consider any r > ro, and let n’ be the integer with h(n’ — 1) < r < h(n/). If
|M| =n >n', then we have r < %". Hence, the density of H is bounded by 2 < f(rg) <
f(r). If otherwise |M| = n < n/, we use that Dy, is connected and bound the density

% of H from above as follows:
| Dge, | = 1 D, VAIll = - = || Do, Vel = (| D, [Vesalll + 1) = ... = (1D, [Vire' ]| + 1) <
7 <
1Dkl — Vil = o~ [Veswl +€ _ |Di,ll = Dyl £ _ Tlm+1) —n 4 0 _
/¢ - Y4 - / -

7(n' —1)2 < 7h7 ()% = f(r).



4 Blowing up vertices and representations of groups

This section gives the proof of the following result, which as a by-product allows us
to show that every k-cancellative monoid is the endomorphism monoid of a graph of
maximum degree at most max(k +1,3) (Theorem [4.6)). It can be seen as an improvement
of Lemma 3.7

Lemma 4.1. For every arc-colored digraph D there exists an arc-colored loopless digraph
D' such that End(D') = End(D) and

i) A(D') < max(A*(D) + 1,3);
i) 6T (D) =6 (D) = 1.

We will call the arc-colored digraph D’ the blow-up of D. The idea for the construction
of D' is to blow up every vertex to a closed walk in order to locally reduce the degrees.
But in order to preserve the endomorphism monoid new colors have to be introduced.
See Figure [| for an illustration.

(UQ 72) 9‘ x (U;7 3)
3 : (U1+72) (U;,?))
| (v,3) (v1,2)
1 (wf,3) . v
1 Tl (v, 1)
31 N

Figure 5: Left: a vertex v of D with its outgoing and ingoing arcs and the labels of the
colors. Right: the vertices of the walk W, their 0-neighbours, and their ingoing and
outgoing K-arcs in D', assuming that K = {1,2,3}. The arcs in A{, are orange, the arcs
in A/, are dashed, the arcs in A/_ are dotted, and the arcs in A, are solid.

Let us now describe the construction more formally. Let D = (V,{A. | c € K}). We
define the set of colors of the arcs of D" as K' = {c,c¢T,c™ | ce K} U{0}.

Moreover, given V we define new sets Vi = {vf | v € V}, V{7 = {v] | v € V},
Vot ={vf |v eV, degt(v) > 1} and V; = {v; | v €V, deg” (v) > 1}. Finally, the set
of vertices V' of D’ is defined as V' = (V;f UV,t UV UV, ) x K.

10



Assume that K is the set of the first |K| positive integers. To define the sets of arcs,
for every ¢ € K set:

Ay ={((wf,d), (vf, ) |vf € VF, d € K}U{((vy.C), (v7,)) | vy €Vy, ¢ € K},
AL ={((uf0), (v .0)) | (u,v) € A},

. {{((vr,@,(vf,cﬂw [veV} ifc# K]

(@0, (op ) [veVy  ife=]K],

and, symmetrically,

1.0, (v, c+1))|veV} ifc# K|
{((vr50),(v) 1)) [v €V} if ¢ = |K|.

Let us first observe degrees and looplessness in D’:

Lemma 4.2. Given an arc-colored digraph D, for the blow-up D’ the following hold:

i) D' is loopless,
i) A(D') < max {AT(D) +1,3},
iii) 0T (D) =46 (D) = 1.

Proof. Let D = (V,{A. | ¢ € K}). By construction of D' = (V/,{AL | ¢ € K'}),
every vertex v € V with a loop will be blown up to a walk W, of length at least 2,
and clearly no new loops are introduced, so D’ is loopless. To see (ii), let v € V and
c € K. From the construction of D’ it is clear that deg((v;,c)),deg((vi,c)) < 3, that
deg((vy,c)) = degt (v) + 1 if vy € V5" and that deg((v,,c)) = deg, (v) + 1 if vy, € V; .
Part (iii) is also easy to see. O

Let us now describe the endomorphism monoid of D’. For any ¢ € End(D), define
OV = Vas ¢ ((v),¢) = (p(v)f,c) foreveryv eV, ce K, x € {+,—} and i € {1,2}.
Note that since ¢ € End(D) there are no problems with the definition when i = 2.

Lemma 4.3. Let D be an arc-colored digraph with blow-up D'. If ¢ € End(D), then
¢ € End(D’).

Proof. Let D = (V,{A. | ¢ € K}) with blow-up D' = (V/,{AL | ¢ € K'}). It is clear
that ¢ is compatible with all (K’ \ K)-arcs. Now, for ¢ € K, consider a c-arc from a
vertex (uj,c) to a vertex (v ,c), where (u,v) € A.. Since ¢ € End(D), one has that
(o(u), p(v)) € Ae, so indeed there is a c-arc from (p(u)5,¢) to (¢(v)y,c). O

Within the constructed arc-colored digraph D' = (V/,{AL | ¢ € K'}) we will pay
special attention to the blow-up of a vertex v for every v € V, namely the closed
(K'\ K\ {0})-walk W, defined by the sequence of vertices (v;, 1), (v{,2), ..., (v], |K]),
(v1,1), (v1,2), ..., (o7, |K), (07, 1),

Lemma 4.4. Let D be an arc-colored digraph with blow-up D'. If ¢ € End(D’), then
there exists 1 € End(D) such that ¢ =1’

11



Proof. Let D = (V,{A. | ¢ € K}) with blow-up D" = (V/,{A., | ¢ € K'}). Let u
be any vertex of D. The image of (uf, 1) has to be the starting point of a 1*-arc, so
o((uf,1)) = (v{,1) for some v € V. This implies that p(W,) = W,, which yields a
mapping ¢ : V — V. Note that /' = ¢. Now let ¢ € K and consider any arc (u,v) € A..
By definition, D’ has the c-arc ((u],c), (vy,c)). Since p € End(D’) and ¢ = ¢/, we
can also say that ((1(u)3,¢), (¥(v)y,c)) € AL. This implies that (¢(u),1(v)) € Ae, so
€ End(D). O

Proposition 4.5. Let D be an arc-colored digraph with blow-up D'. The mapping ®
defined by ®(p) = ¢ is a monoid isomorphism from End(D) to End(D’).

Proof. Let D = (V,{A. | ¢ € K}) with blow-up D’ = (V',{A. | ¢ € K'}). By Lemmas [4.3]
and ®(End(D)) = End(D’). It is clear that & is injective and ®(idp) = idp,. Now
let ¢,1 € End(D). Then ®(p o)) is defined by

(o) ((vf,c)) = ((po¥)(v)j,c)

forevery v eV, ce K, x € {+,—} and i € {1,2}, and ®(p) o ®(¢) is defined by

(" 0 ) (v, 0)) = &' (¥(v)],0) = (p((v))], )

forevery v eV, ce K, x € {+,—} and i € {1,2}. O

Lemma together with Proposition give that D’ has maximum degree at most
max(A*(D)+1,3), minimum in- and outdegree 1, and endomorphism monoid isomorphic
to End(D); hence we have established Lemma

Let us give an easy application of the so far obtained results. A monoid M is right
k-cancellative if |[{z € M | zy = z}| < k for all y,z € M, left k-cancellative monoid if
Hy € M | zy = z}| < k for all x,z € M, and k-cancellative if it is left k-cancellative or
right k-cancellative. We can use the so far obtained results to show:

Theorem 4.6. For every k-cancellative monoid M there is a simple undirected graph G
of mazimum degree at most max(k + 1,3), such that M = End(G).

Proof. Let M be right k-cancellative. We take a generating set C' of M. By Lemma [2.1
we have M = End(Cay,,(M,C)). Further, D = Cay.,(M,C) has A*(D) < k. Thus,
Lemmayields a loopfree blow-up say D', which has maximum degree at most max(k+
1,3), and minimum in- and outdegree 1. Hence, we can apply Lemma to D' and
obtain a simple undirected graph G of maximum degree at most max(k + 1, 3), such that
M = End(G). If M is left k-cancellative, we set D to be the left-Cayley graph with
respect to C and apply the analogous version of Lemma to follow the same proof. [J

Since groups are 1-cancellative Theorem [4.6] in particular yields that every group is
the endomorphism monoid of a graph of maximum degree 3. However, in [18] it is shown
that every group is the endomorphism monoid of a 3-regular graph, thus generalizing
Frucht’s result [12] and strengthening our result in this case. More generally, Babai and
Pultr [7, Problem 2.3] ask whether every monoid is the endomorphism monoid of a regular
graph.
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5 Lattices

In this section we will focus on commutative idempotent monoids, i.e. lattices. To prove
the main results Theorems and we will first introduce some notions of posets
and lattices that are common to both proofs.

Let (P, <) be a poset. If x,y are incomparable we sometimes denote this as z ||p y.
For elements z,y € P we say that y covers z, if v # y, x < y, and z < z < y implies
z € {z,y} for all z € P. We denote this relation by < y. The cover graph Gp of P has
vertex set P and an edge {x,y} if x < y. A common way to represent Gp, is by drawing
it in the plane such that if x < y, then the edge goes upwards from x to y. This drawing
is usually called the Hasse diagram of P, see Figures |8 and [L7] for examples. A chain of
P is a subset () C P which is totally ordered respect to <. An ideal in a poset P is a set
I C P with the property x <y € I = x € I. An ideal [ is called principal if there is a
y € Psuchthat I = {z € P | x < y}. In this case we denote I as |p y. A linear extension
of P is a total order <* on the same set such that x <y = o <"y for all x,y € P.

A lattice L is a partially ordered set in which for every two elements z,y € L there is
a unique largest element z < z,y, called meet and denoted = A y, and a unique smallest
element z > x,y, called join and denoted x V y. Every (finite) lattice has a unique
maximum 1, and a unique minimum 0. We consider a lattice L as the monoid (L, A). This
monoid is commutative and idempotent and it is well-known that any commutative and
idempotent monoid can be seen as lattice this way. We will adapt this view, because the
order structure as well as the join-operation will turn out useful. Moreover, in Section [5.2
we will recur to Birkhoff’s Fundamental Theorem for Finite Distributive Lattices [§].
Since join and meet are commutative and associative, for any I = {¢,..., ¢} C L, we
will denote \/ I := £1 V...V £, and AT := {1 A ... A{}. By convention \/ @ = 0 and
Ao =1.

We will now, introduce some definitions and a lemma, that are used formally only in
Section but serve to give an intuition for the constructions in Section [5.1l Given
an (arc-coloured, directed) graph D an endomorphism ¢ € End(D) is a retraction if its
restriction to its image is the identity, i.e., ¢|,(p) = idy(p). An (arc-coloured, directed)
subgraph of D that is induced by the image of a retraction is called a retract. We collect
the retracts of D in the set Rp.

Lemma 5.1. Let L be a lattice and D an (arc-colored, directed) graph such that End(D) =
L. Then (L,<) = (Rp, C). In particular, N\ corresponds to intersection of retracts.

Proof. Since L is idempotent, we have ¢(¢) = ¢ for all ¢ € End(D). But this just means
©|p(p) = 1dy(p), €., all endomorphisms are retractions. Suppose now that there were
two retractions ¢, ¢’ with the same image R. Since L is commutative ¢'(v) = p(¢'(v)) =
¢ (¢(v)) = p(v) for any vertex v. Thus, ¢ = ¢’. We have established a bijection between
L and Rp.

Now ¢ <j, ¢ is equivalent to ¢ A ¢’ = ¢ which means p(¢’) = ¢. It is straight-forward
to check that this is equivalent to ¢(D) C ¢'(D). We have shown (L,<) = (Rp,C). O

5.1 Representing lattices with maximum degree three

The main result of this section is that every lattice is the endomorphism monoid of a graph
of maximum degree 3 (Theorem [5.30). Thus, we will provide the last missing ingredient
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to its proof:

>~

Lemma 5.2. For every lattice L there exists an arc-colored digraph D such that End(D)
L and A*(D) < 2.

Thus, throughout the section L is a lattice with |L| = n and the aim is to construct
a digraph with K-colored arcs D = (V,{A.; | ¢ € K}) such that End(D) = L and
A*T(D) < 2.

5.1.1 Construction of D

We will regard D as the superposition of seven arc-colored digraphs on the same set of
vertices V. They will be constructed separately. The set of colors K will be the disjoint
union of their respective sets of colors, which we call K, Ky, K¢, Ko/, Ky, K; and Kj.

The vertex set V: For the definition we fix an arbitrary linear extension <* of the
order < on L. Given any subset S C L we denote by S; its i-th least element with respect
to <* and by S? its i-th largest element with respect to <*. In particular L1, ..., L, is
the set of all elements of L.

We extend the partial order (L, <) to a set LT = LU {0’} , where 0/ < z for every
xz € L\{0} and 0/ || 0 are incomparable. Denote by Q.+ the set of chains of (L*, <), and
by @7, ={Q € Qr+ | QN{0,0} # @, Q #{0'}} C Qp+ the set of chains containing a
minimal element of LT, except the single-element chain {0'}. For any Q € Q’ , and any
x € L, define a new chain [Q], € Q). as

{0} if QI =2and ((Q1=0and z <* Q2) or (Q1 =0 and z >* Q2))
@ = @  otherwise.

Note that [Q], = Q most of the time except for some chains of length 2. The vertex set
of D is defined as V' = {([Q]+,z) | Q€ Q) ., x € L} C Q). x L.

The Kg-arcs: In the current subsection we define the Kg-arcs of D. These are the
arcs that sort of build the structure of End(D) from the point of view of Lemma
Indeed, after a sequence of definitions, we will get to the notion of petal Wy,y - which
is a walk in D[Kj] associated to x € L, see Lemma The idea of the construction of
DIKg] is to guarantee that every x € L corresponds to a retraction mapping everything
to Uye Loe Wiy 1ee., the union of petals of elements below x. The colored arcs that will
be introduced in the other subsections serve to restrict the endomorphisms of D such that
apart from these no other endomorphisms are possible.

To every = € L we (bijectively) associate a color s(z) € Ks.

Definition 5.3. For any x € L, define

L@ @ 10 e g v <) e
Q. (@] 0 Qe 9r) ifa=1,
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where for any Q € Q' . the chain Qe Q' | is defined as follows:

;

Q if Q = {0}

QU{(lL Q2)2} ifQ1=0,]Q|>2and| | Qo >3
= QUII\{0} ifQ=0,1Q>2 and| |1 Qa| =2

{0} if Q1 =0 and |Q| =2

QU{0,(lr Q3)it1}\{0,Q2} fQ1=0,[Q| >3 and| | Q3| >i+2

Q\ {Q2} ifQ1=0,1Q| >3 and | |1 Q3| =i+ 1,

where i is the positive integer such that Qo = (11 Q3)i, i.e., Q2 is the i-th least element
in lr Qs, and (1 Q3)ir1 is the next element in |1, Q3.

Since endomorphisms map walks to walks, in order to control the endomorphism
monoid of D, we will specify a particular collection of walks. Let us do so, starting
with a list of important properties derived from Definition [5.3

e For every chain Q € Q/ ., we have [Q} - Q.

e For every chain @ € Q) , the subgraph of D[Kj] induced by {([Q];,z) | v+ € L} U
{(Q,00ycVvcC Q) . x L is a directed walk W, of length n. Its vertices are ordered
by increasing x with respect to <*, i.e.,

([Q]ﬁv 6) = ([Q]LI’L1)7 ([Q]Lzﬂ L2)7 SRR ([Q]Ln—l7Ln_1)7 ([Q]i, i)? (Q7 O)
It has successive arcs of colors s(0) = s(Ly),s(La), ...,s(Ly) = s(1).
e The walks of the form Wy cover all vertices and arcs of D[K].

e The last vertex (Q,0) of Wg coincides with the first vertex of Wg. In particular,
W{()} is closed (see Figure @ and Wg and WQ can be concatenated.

({03,0)

Figure 6: W{()}'

We will use the last property to extend the definition of these walks to general
nonempty chains @ € LT with 0,0’ ¢ Q. The recursive nature of these walks can be
observed in Figure [7]

Lemma 5.4. Let Q be a non-empty chain of Lt such that 0,0’ ¢ Q. The concatenation
of walks
Wa = WaouitLonWaoul(Len2) - WaouQ, 0,1y Waoutoy

is well-defined, i.e., is a walk in D[Ks]. If Q = {z} for some x € L, then W,y is a closed
walk called the petal of x.
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Proof. In order to check that the concatenation is well-defined, we use that the chains
QU{(lr Q1) = QU {0} as well Q U {0’} from the c?ncatenations are in Q7 ,. Thus,
for any such chain Q" we have that the last vertex (Q’,0) of W¢ coincides with the first
vertex of Wy, More generally, for 1 <4 < | L Q1| — 1 the last vertex of Wou(,0y),} 18

(QU{0},0) ifi=1
(QUI{U,(lr Q1)i},0) if2<i<||rQi—-1

(QU{0,(lL @1)2},0)  ifi=1and|]r Qi >3
(QU{07},0) if i =1and || Q=2
(QUA0,(lL Q1)it1},0) ifi>2and | |L Q1] >i+2
(QU{0'},0) if i >2and | |p Qi =i+1,

coinciding with the first vertex of Woug(,0,),,,3 When 1 <@ < | | Q1] — 2, and with
the first vertex of Woygoy when i = | | Q1] — 1.

Finally, note that if |Q| = 1, then Wy is a closed walk, since its starting vertex ({0}, 0)

is also its last vertex. U
. {O}O)Ei()}l S TP € -- - _
,/— S~ ~ \\W{O'y}, - "\\
’ N ’/,;/ ‘ \\
NY A / \
1 |/|/ {O} L1 1) ‘/‘/ A ({0},y) |/|/ 1
0}, L, 1
. ({0). 2% R, A ;
N e \:\ //,' AN ’
S o - NS o P
-_—— - t:\~__—¢$$ W{Oy} -

Figure 7: Illustration of Wy, (black), Wi,y (red), Wi,y (blue) for 0 < 2 < y. The petal

Wy, contains as constituents walks Wy,  starting at ({0},0), Wi,y ending at ({0},0),
and Wy, .1, which is a copy of the petal Wy,,, except that it is not closed. More concretely,

the starting vertex ({0,z,y},0) of Wi,y and its ending vertex ({0/,z,y}, 0) correspond
both to ({0},0), while for the rest of the vertices there is the bijective correspondence
(@, 2) — ([Q\{y}]z, z). Here i,j are the integers such that L; =z, L; = y.

As it can be seen in Figure [7] the maximum indegree and outdegree with respect to
any color of Ky is low.

Remark 5.5. Let € L. Then As(x)( )=A_ (D) <2.

L; ifoz#1
Proof. Let i be the index such that x = L;, and let 2+ = GZH ¢ 7 ; Let u be a
ifx=1.
vertex of D. Write u = ([Q]y,y), where y € L and Q € Q.. Note that a necessary
condition for u to have s(x)-out-neighbours is that x = y. In that case, the s(z)-out-

neighbours of u are of the form ([Q'],+,y™) if y # 1, where Q' € Q' | is such that
[Qly = [Q']y, and of the form ([QN’} . ,yT) if y = 1. We have to be a bit careful when
y
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Qly, = [Q']y but Q@ # @', that is, when [Q], = {0}. In this situation, the s(z)-out-
neighbours of u are ({0,y%},3%) and ({0}, y") when y # 1, and just ({0},0) when y = 1.
Thus,

2 if[Q]y:{O},y:xandx#i

0 ify#ux.

With a similar analysis of the s(z)-in-neighbors of u, it is concluded that

2 if [Ql, = {0}, y=2" and z # 1
degg,(u) =41 if [Q], # {0y and y = 2+, or if y = 2+ = 0
0 ify#az™.

O

Example 5.6. We illustrate the construction so far with a small example. Consider the
lattice (L, <) in Figure

Figure 8: A lattice.

This yields that the set Q’L+ consists of the chains:
{0},{0,a}, {0, a},{0,0},{0,b},{0,1},{0,1},{0,a,1},{0", a, 1}, {0,b,1},{0", b, 1}.

Let furthermore, 0 <* a <* b <* 1 be the designated linear extension of L. The
resulting arc-colored digraph D[Kj] is depicted in Figure @ The vertex ({0},0) is the
starting and ending point of all the petals. The starting vertices of walks W are drawn
larger than the other vertices, if |Q| = 2 more than if |Q| = 3. The s(0)-arcs are black,
the s(a)-arcs red, the s(b)-arcs yellow, and the s(1)-arcs blue. Petals Wiay, Wiy, Wigy

are marked with background shadows. The walk W{ﬁ} is just the central cycle.

The K -arcs: Now we define the Ky-arcs of D. To every z € L\ {0} we associate a
color r(x) € K, in an arbitrary bijective manner. Let Qup) ={Q € Q)1 | |Q > 2, Q2 #
x} U {{0}}. The set of r(z)-arcs is defined as

Ar@) = 1@y, 9): ([Qly: ) | @ € Qra), y € L}

Thus all arcs of D[K,] are loops. Consequently,

Remark 5.7. Let z € L\ {0}. Then AT (D) =A

o (D) =1.

r(z)
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({0%,1},0)

({0, a}, a) ({0}70) ({0’,1}, a) ({0’,5,1}, 1)

({0, 1}, ) ({0",b,1},b)
({0’,b,1},a)

e ({0, b,1},0)
({0}, 1) o
({0, a},b) , ey
W ({f),b,i},a)
i ~ ~ ~
v ({0,5,1},0)
(10, a}, 1) o
.
N0 @ ({0}, 0) ({ond}, 1) ({o(/{o Via},l}; ’
1 randl, e
SO0 00,100
0 ({0, a, 1<§0b;l A
({0, a},0) .0
({0, 53, b) .

(0.3.0)

Figure 9: An example for the construction of D[K] and the set of petals.

Later, it will be useful to know that certain vertices are r(x)-loopless. We add another
easy lemma.

Lemma 5.8. Let z,y € L and 0 < x. Vertices of the form ({0,z},y) or ({0/,z},y) have
no r(x)-loop.

Proof. Note that both {0, z} and {0, 2} are chains of length 2 with top element z, hence
they are not in Q,(,). Hence, they cannot lie in the image [Q]y for any @Q € Qr(x), since

if [Q], # Q, then [Q], = {0}. O

The K.-arcs: To every strictly comparable pair (z,y) € L x L with 0 < z < y we
associate a color c(z,y) € K, in an arbitrary bijective manner. Let Qe(ay) = {Qe Q.|
Q] >2, Q1 =0, Q2 =z, Q' <y} U{{0}}. The set of c(x,y)-arcs is defined as

Ac(x,y) = {((Qay)v ([Q]()vo)) ’ Q € Qc(x,y)}'

Remark 5.9. Let z,y € L with 0 < 2 < y. Then Aj(x y)(D) =1 and Ac_(m y)(D) <2.

Proof. 1t is clear that all c(x,y)-arcs have different OI‘lglIlS Suppose that two different

c(z,y)-arcs, say ((Q,y), ([Ql;,0)) and ((Q',y), ([Q"]5,0)), have the same endpoint. Here
Q,Q" € Qcizy), Qg = [Q']y and Q # Q. Without loss of generality, we can assume that

Qly # Q- Then |Q| = 2 and [Q]; = {0}. Therefore Q = {0,z} and Q" = {0}. O
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({0',1},0)

({0},0)
9 g %Y, o
& ol FQ ({0,b,1},0)
Q &
%
1 9
: & ({0.b,1},0)
Q Q
K b 9 <@ o
) > 80097 ({0,4,1},0)
0 ({0, a},0) ({0, a,1},0)
9 9
Q2 & )
({0/,b},0)

Figure 10: Illustration of D[K,;] as a continuation of Example On the
left, a drawing of L, where elements leading to K,-arcs are highlighted. @ On
the right, D[K,], with r(a)-arcs in red, r(b)-arcs in yellow and r(l)-arcs in
blue. Ks-arcs appear in grey as a reference. Note that in this particular
example Qr(a) = {{0}7{Oab}a{0,7b}7{67i}v{0,71}7{07[)71}7{0,717’1}} and Qr(i) =

{{0},{0,a},{0",a},{0,0},{0’,},{0,a,1},{0,a,1},{0,b,1},{0',b,1}}.

The K.-arcs: The set of Ky-arcs of D is similar to the set of Kc-arcs and has a similar
purpose. To every pair (z,y) € L x L with 0 < < y we associate a color ¢(z,y) € K¢
in an arbitrary bijective manner. Let Qu . = {Q € Q14+ | Q] 22, Q1 =0, Q2 =
z, Q' <y} U{{0}}. The set of ¢/(z,y)-arcs is defined as

Ac’(x7y) = {((Q \ {0,} U {0}7y)7 (Qa 0))7 ((Q \ {0/} U {O}7y)a ([Q]iv i)) | Q € Qc’(z,y)}'

Remark 5.10. Let z,y € L with 0 < 2 < y. Then Ai‘,(x Y) (D)=2and A, (D) <2.

(z,y)

Proof. By definition every ¢/(z,y)-arc shares its origin with a unique other ¢'(z,y)-arc.
Suppose that two different ¢’(z, y)-arcs, say ((Q\ {0’} U{0},), ([Ql;,1)) and ((Q"\{0'}U
{@},y),([@’]i,i)), have the same endpoint. Here Q,Q" € Qc(ay), [Ql; = [Q']; and
Q # Q. Without loss of generality, we can assume that [Q]; # Q. Then |Q| = 2 and
[Q); = {0}. Therefore @ = {0',z} and Q" = {0}. O

The Kp-arcs: To every pair (z,y) € L x L with 0 < < y we associate a color h(z, )
in an arbitrary bijective manner. The set of h(z,y)-arcs is defined as

Angay) = {(({0,5},9), ({0,2,1},0)), ({0}, ), ({0}, 0))}.

Remark 5.11. Let 2,y € L with 0 < x < y. Then Aﬁ(x y)(D) = Al;(x y)(D) =1.

The Kj-arcs: Let us now define the set of Kj-arcs of D. The notation stands for
“inheritance”: these arcs will ensure that, for Q@ = {Q1,...,Qx},Q = {Q},...,Q),} €
Q) . with k <k’ and Q1 = Q}, ..., Qx = @}, the endomorphic images of W¢ and Wy are
related. To every pair (z,y) € L x L with 0 < x < y we associate a color i(z,y) in an
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({0',1},0)

. ’ . € «
¢

Tt ({006, 13,0)

y ({03 1) (0,5,13, 1),
1 P
® ({0,b,1},0)
a/ b ({0,a}, 1) i ] E
£ AR j ({Ao',Aa,i},())
6 ({0/,(1}76) ({07a71}70) ({0,a,1},1)
R 2 ;
({0,6},1) ({0, b}, 0)

Figure 11: Hlustration of D[K.| as a continuation of Example On the left, a drawing
of L, where the comparable pairs leading to K¢-arcs are highlighted. On the right, c(a, 1)-
arcs in purple and ¢(b, 1)-arcs in green. Note that Q. 1) = {{0},{0,a},{0,a,1}}.

arbitrary bijective manner. Let Q;, ) ={Q € Q7+ | |Q| >3, Q1 = 0, Q> =1z, Q' =y}
The set of i(x,y)-arcs is defined as

Az = 10Q,y), (Q\{y},v)), (@Q\{y}, v), (@\{y},v)), (Q\{z,y},9), (Q\{z,y},9)) | Q € Qiay)}-

Remark 5.12. Let 2,y € L with 0 < x < y. Then A;x y)(D) <1 and A;(a: y)(D) < 2.
Proof. Let u be a vertex of D. It is clear that, if u is adjacent to a Kj-arc, then it rises

from a unique @ € Qj(, ) in the definition of A;, ) as it is formulated. Therefore,

deg:”

; )(u) _ {1 if 3Q € Qiuy) v = (Q,y) or u= (Q\{y},y) or u= (Q\ {z,y},y)

0 otherwise

and
2 if3Q e Qi(x,y) u = (Q \ {y}a y)
degizx7y) (u) =41 if3JQe€ Qi(y,x) U= (Q \ {l‘, y}v y)

0 otherwise.

O

The Kj-arcs: Finally we define the set of Kj-arcs of D. The notation stands for “join”:
with these arcs we are going to make sure that, if z,y € L are <-incomparable, certain
common endomorphic behaviour of the petals Wy, Wi,y is adopted also by Wi,y,y. To
every pair (v,y) € L x L with = ||z <) y and z <* y we associate a color j(z,y) in an
arbitrary bijective manner. Let z = x V y. The set of j(x,y)-arcs is defined as

Ajay) = {(({0, 2,2}, 2), ({0, 9, 2}, 2)), (0,2}, 2), ({0}, 2)), ({0}, 2), ({0, 5}, 2)), ({0}, 2), ({0}, 2))}.

Remark 5.13. Let xz,y € L be two <-incomparable elements with z <* y. Then
Ajtwvy)(D) - Aj?wvy)(D) =2
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Figure 12: Illustration of D[K /| as a continuation of Example On the left, a drawing
of L, where the comparable pairs leading to K¢/-arcs are highlighted. On the right, ¢/(a, 1)-
arcs in purple and ¢'(b, 1)-arcs in green. Note that Q. 1) = {{0},{0’,a},{0",a, 1}}.

Proof. Let z =x Vy, and let u be a vertex of D. It is clear that

if u = ({0}, 2)
degf, (u) =41 ifu=({0,2,2},2) or u=({0,2},2)
0 otherwise

\)

and that A
2 ifu=({0},2)

degj_(x’y) (’U,) = 1 lf u = ({O,y7 z}7 z) or u = ({0’ y}’ Z)
0 otherwise.

5.1.2 Description of End(D)

Having defined the arc-colored digraph D, in the current subsection we will show that its
endomorphism monoid coincides with L.

Definition 5.14. Let w € L. Define p, : V — V as

(@Nlp+wle,x) if QO]+ w # {0}

Pu((Qlz;2)) = {({0}, x) otherwise

for every Q € Q). and every x € L.

It is easy to verify that ¢, is well-defined. Indeed, suppose that [Q], = [Q']. but
Q # @Q'. Recall that in this situation [Q], = [Q']. = {0}. Either Q has two elements or
Q = {0}, and the same holds for Q’. Hence we deduce that o, (([Q]s,z)) = ({0},z) =
ow(([Q]z,x)). Moreover, it is clear that the image of ¢, is included in V. The following
sequence of lemmas establishes that ¢,, indeed defines an endomorphism of D for every
w € L.
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Figure 13: Illustration of D[K},| as a continuation of Example On the left, a drawing
of L, where the comparable pairs leading to Kp-arcs are highlighted. On the right, h(a, 1)-
arcs in purple and h(b, 1)-arcs in green.

Lemma 5.15. Let w € L. Then ¢, € End(D[Ky]).

Proof. Letx = L;j € I\{1} andy = L;41. Let a be an s(z)-arc. Then a = (([Q],z), ([Qly,¥))
for some Q € Q),. Let P = QN |p+ w. If P = {0}, it is clear that @,(a) =
({0}, ), ({0}, ) is an s(z)-arc. If P # {0'}, then P € Q)., and it is clear that
puw(a) = (([Ple, ), ([Ply,y)) is an s(x)-arc,

Now let a be an s(1)-arc. Then a = (([Q];,1), (Q,0)) for some Q € Q). Let P =
QN |+w, and let k be the largest integer such that Qp < w. We proceed with an analysis
of the different possible cases.

Case 1. Q; = 0 and |P| > 2.
Here £ > 2 and

O w— d (0L Q22 Q2 Qu} i (1L Q2)2 < Q2
" {0, @2, Q) if (11 Q)2 = Q2.

Therefore, LQAQ Loy wly = QﬁAl,—ﬁ w = P, 50 pyla) = (([P]i,i),([Qﬂ L+ w]ﬁ,f))) =
(([P]3,1), (P,0)), which is an s(1)-arc.

Case 2. Q; =0 and P = {0}.
We distinguish three subcases.

Subcase (i): Q = {0}. Then it is immediate that ¢, (a) is an s(1)-arc.

Subcase (ii): |Q| > 2 and (lp Q2)2 < Q2. Then Qﬁ Lo+ w is either {0} or
{0,(lz Q2)2}. In any case, [QN |+ wly = {0} = P, so we obtain the same
conclusion of Case 1.

Subcase (iii): |Q| > 2 and (|1 Q2)2 = Q2. Then QN |, +w = {0'}. Thus ¢, (a) =
(({0},1), ({0},0)), which is an s(1)-arc.
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Figure 14: Hlustration of D[Kj| as a continuation of Example On the left, a drawing
of L, where the comparable pairs leading to Kj-arcs are highlighted. On the right, i(a, 1)-
arcs in purple and i(b, 1)-arcs in green. Note that Q;, 1) = {{0,a, 1}}.

Case 3. Q1 =0 and |P| > 3.
Here k£ > 3 and

{0,(lr Q3)it1, @3y, Qi) if (12 Q3)it1 < Q3

QNlp+w = {{0/7Q3, ...,Qk} if (lz Q3)it1 = Qs3,

where 7 is the positive integer with Q2 = (|1 Q3);. Hence [Q N+ wly =QN|;+w=P,
and we end as in Case 1.

Case 4. Q1 =0 and |P| = 2.
Let i be the positive integer with Q2 = (|1 @3); as before. Distinguish three subcases.
Subcase (i): |Q =2. Then P=Q and {0} =P =Q=QN |+ w=[QN |+ wly,
S0 @y(a) = a.

Subcase (ii): |Q] > 3 and (|1 @3)i+1 < Q3. We have that QN+ w is either {0}
or {0, (17 @3)it1}. In any case, [QN |+ w]y = {0} = P, and we end as in Case 1.

Subcase (ii): |Q = 3 and (lL @3)it1 = Q3. Then QN |+ w = {0'}. Thus
ow(a) = (({0},1), ({0},0)), which is an s(1)-arc.

Case 5. Q1 =0 and P ={0'}.

We have that

) {0} if |Q =2
QNlp+w=3SQU{0,(lr Q3)ix1} \ {0, Q)N+ w if|Q] >3 and (| Q3)it1 < Q3
Q\{Q2} N+ w if [Q] > 3 and (I1 @3)i+1 = @3,

where i is such that Q2 = (|1 Qg) Therefore, either [QﬂlLJr wly = ={0}or QN +w=
{0’} In any case, o (a) = (({0},1), ({0},0)), which is an s(1)-arc. O
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Figure 15: Illustration of D[Kj| as a continuation of Example On the left, a drawing
of L, where the unique incomparable pair leading to Kj-arcs is highlighted. On the right,
j(a, b)-arcs in orange.

Lemma 5.16. Let w € L. Then ¢, € End(D[K,]).

Proof. Recall that all Kp-arcs are loops. Let 2 € L\ {0}, and let ([Q],,y) be a vertex of D
with an r(x)-loop, where y € L and @ € Q,(,). Since {0} € OQr(z) and, if QN |+ w # {0'},
also QN |+ w € Qp(y), we have that ¢, (([Q]y,y)) has an r(z)-loop. O

Lemma 5.17. Let w € L. Then ¢,, € End(D[K]).
Proof. Let z,y € L with 0 < z < y. Any c(,y)-arc a of D is of the form ((Q,y), ([Q]3,0))

for some Q@ € Qc(yy). Since {0} € Qeyy and, if QN [+ w # {0}, also QN |+ w €
Qc(w,y), We have that ¢y (a) is a c(z, y)-arc. O

Lemma 5.18. Let w € L. Then ¢, € End(D[K¢]).

Proof. Let z,y € L with 0 < = < y. Any c/(x,y)-arc a of D is of the form ((Q \ {0’} U

{0}7 y)v (Qa 0)) or ((Q \ {OI} U {O}a y)v ([Q]i7 i)) for some Q S Qc’(x,y)' Since {0} S Qc’(x,y)
and, if QN |+ w # {0}, also QN |+ w € Qer(ay), We have that ¢y (a) is a c'(z,y)-arc.
O

Lemma 5.19. Let w € L. Then ¢,, € End(D[K}]).

Proof. Let z,y € Lwith 0 < < y. We see that ¢,, sends the h(z, y)-arc (({0,y},%), ({0, z,
either to itself or to (({0},%), ({0}, 0)), which is also an h(z, y)-arc. Moreover, (({0},y), ({0}
is fixed by ©q. O

Lemma 5.20. Let w € L. Then ¢, € End(D[Kj]).

Proof. Let z,y € L with 0 < z < y, and let u, v be two vertices of D such that (u,v) is a
i(x,y)-arc. Distinguish three cases.

Case 1. u= (Q,y) and v = (Q \ {y},y) for some Q € Qj(,)-
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Let i be the greatest index such that @; < w. If i = |Q| then ¢,(u) = u and
ow() = v. If i < |Q — 1 then ¢,(u) = pw(v) = {Q1,...,Qi},y), and we are done,
because {Q1, ..., Qi, 7, y} € Qj(z,y)-

Case 2. u=v = (Q\ {y},y) for some Q € Qj(, -

Let i be the greatest index such that Q; < w,x. Then ¢, (u) = ({Q1,...,Q:},v), and
we are done, because {Q1, ..., Qi, T,y} € Qi(z)-

Case 3. u=v=(Q \{z,y},y) for some Q € Qi(m,y)'

Let i be the greatest index such that Q; < w, @3. Then o, (u) = ({Q1,...,@Q;},y), and
we are done, because {Q1, ..., Qi, T,y} € Qi(z)- O

Lemma 5.21. Let w € L. Then ¢,, € End(D][Kj]).

Proof. Let z,y € L be two <-incomparable elements with x <* y, and let u,v be two
vertices of D such that (u,v) is a j(z,y)-arc. Let z = x V y. We distinguish four cases.

Case 1. u = ({0,z,2},2) and v = ({0,, 2}, 2).
If 2,y £ w then @, (u) = @, (v) = ({0}, 2), and we are done. If < w and y £ w then

ow(u) = ({0,2}, 2), pu(v) = ({0}, 2), and we are done. If z £ w and y < w a symmetric
situation occurs. If z,y < w then also z < w, so u, v are fixed under ¢,,.

Case 2. u = ({0,z},2) and v = ({0}, 2).

If £ £ w then oy (u) = @u(v) = ({0}, 2), and we are done. If z < w then u, v are fixed
under .

Case 3. u = ({0}, 2) and v = ({0,5}, 2).

A symmetric argument to that of Case 2 applies.

Case 4. u = v = ({0}, 2).

In this case (u,v) is fixed by @y,. O

Lemmas [5.15], [5.16], [5.17], [5.18] [5.19], [5.20] and [5.21] show that ¢,, maps colored arcs to

arcs of the same color. Thus, we have shown:

Proposition 5.22. Let w € L. Then ¢,, € End(D).

We now show that every endomorphism of D is of the form ¢,, for some w € L. In
order to do so for every ¢ € End(D) we define the set L, = {x € L | p(Wiy) = Wi }.
The following sequence of lemmas will establish that L, is a principal ideal and hence
we will be able to associate its maximal element £, to ¢. Then we will show that every
¢ € End(D) is precisely ¢y, .

Lemma 5.23. For any ¢ € End(D), 0 € L.

Proof. By examining D[Kg| one realizes that W{()} is its only directed closed walk of

length n starting with an s(0)-arc. In fact, this is the shortest possible. Therefore,
?Wiey) = Wiy 0
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Lemma 5.24. Let ¢ € End(D), x € L, and v be a vertex of Wi,y which is not a vertex
of Wigy- If p(v) =v then x € L.

Proof. Note that there is a unique shortest Kg-walk from ({0},0) to v and a unique
shortest Kg-walk from v to ({0},0); name them W; and Ws. From the fact that v is
not a vertex of Wy, we get that W,y = WiWas. Therefore @(Wl{x})A = cp(V[/:ﬂ/V?) =
e(W)p(Wy) = W1W, = Wiz, using that ©(v) = v and that ¢(({0},0)) = ({0},0) by
Lemma [5.23] (]

Lemma 5.25. Let ¢ € End(D) and v € L. If v ¢ L, then gp(W{() x}) = o(Wio ) =
Wi -
{0}

Proof. Suppose that @(W{ﬁ,z}) #* W{ﬁ}. Then, since x ¢ L, by Lemma there is

some y € L with y >* 2 such that ¢(({0,2},v)) = ({0,y},y). But ({0,2},y) has an
r(y)-loop, and ({0,y},y) does not by Lemma The remainder is similar: suppose
that o (Wior2y) # Wipy- Since ¢ L, there are some <*-consecutive w,w’ € L with
x >* w >* w’ such that o(({0/,z},w")) = ({0/,w},w'). But ({0, z},w") has a r(w)-loop
and ({0, w},w") does not. O

Lemma 5.26. Let ¢ € End(D) and x,y € L with x < y. Ify ¢ L, and x € L, then
‘P(W{x,y}) - W{:r:}

Proof. If = 0, this is a consequence of Lemma Therefore, assume that = >

0. By Lemma ©(({0,y},%)) = ({0},). Since there is only one h(z,y)-arc with
origin ({0},y) we have that the image of the first vertex of Wy, 1 is »(({0,2,y},0)) =

({0},0). By Lemma [5.24] the image by ¢ of the i(x,y)-arc (({0,2,y},v), ({0,2},y)) is
(({0,z},y), ({0,2},y)). To finish the argument we also need to know the image of the

last vertex of Wy, 1. Let ¢ be the integer with (Iz y)i = x. Distinguish two cases.
Case 1. (|1 ¥)it1 <.
In tha‘E case t}}e lfxst vertex of Wy, 1 is ({0, (Iz 9)is1,9},0), and we get ©(({0, (|1
Wir1,u}h0)) = ({0},0) arguing as above.
Case 2. (|1 ¥Y)i+1=y.

In that case the last vertex of Wy, 1 is ({0, y}, 0), and we get o(({0/,y},0)) = ({0},0)

by Lemma [5.25

From the images of ({0,z,y},y) and the first and last vertices of Wiz s it is deduced
that @(W{x,y}) = W{x} O

Proposition 5.27. For every ¢ € End(D), there is an £, € L such that L, =], £, is
the principal ideal of L with mazimal element L.

Proof. To see that L, is an ideal, pick z,y € L with z <y and y € L. Since ({@, T, Y}, Y
is fixed by ¢, the i(z,y)-arc (({0,z,y},y), ({0,2},y)) is fixed by ¢. By Lemma
x € L.

To see that L, is principal, let z,y € L, be two <-incomparable elements with z <* y.
Suppose for a contradiction that z =z Vy ¢ L,. By Lemma the image by ¢ of the
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j(z,y)-arc (({O,m,z},z), ({ﬁ,y,z},z)) is (({O,x},z), ({O,y},z)), but this is not a j(x,y)-

arc.

We can define £, = max L. O

Proposition 5.28. Let ¢ € End(D). Then ¢ = ¢y,

Proof. Let Q € Q' and y € L; we will see that ¢(([Qly,v)) = @, (([Qly,y)). Distinguish
three cases.

Case 1. Q' € L.

Then it is clear that ©(([Qly,y)) = ([Qly,y) = (RN 1L+ Loly: ¥) = ¢r, (([Qly y))-

Case 2. Q' ¢ L, and |Q| = 2.

The conclusion is obtained by applying Lemma [5.25

Case 3. Q' ¢ L, and |Q| > 3.

Assume that Q = 0 and let Q" = QU{0’}\{0}. Let a be the i(Q?, Q")-arc ((Q, Q"), (Q\

{Q'},@")). By induction, p((Q\{Q'}, Q")) = (Q\{Q"} NlL+ Ly, Q"). Let i be the largest
integer such that Q; € |+ £,. Note that (a) = (({Q1,...,Qi},Q"), {Q1, .-, Qi}, Q"))
by Lemma Let W1, Wy be the shortest Kg-walks from (Q,0) to (Q, Q') and from

(Q,Q") to (Q',1), respectively. Consider the following subcases (see Figure [16)).

Subcase (1): i > 3. It is clear that the images of W7, W5 by ¢ are already determined
by the image of (Q, Q'); in particular, o((Q,v)) = ({Q1,...,Q:},y) and (@', y)) =
({0/, Q27 (XX} Ql}7 y)

Subcase (11): i = 2. Recall that for every x € L different from ()2 there is an r(x)-
loop on each vertex of the form ([Q]., z) or ([Q']:,2), where z € L. Together with
Lemma this determines (W), p(Wa); in particular, »((Q,)) = ([{0, Q2}]y,v)
and ¢((Q',y)) = ({0, Q2}]y, v)-

Subcase (iii): i = 1. In this case ¢((Q,Q")) = ({0},Q") implies that the im-

age by ¢ of the ¢(Q2, Q")-arc ((Q,Q"), ([Ql;,0)) is (({0},Q1), ({0},0)). With the
argument of the Ky-arcs used in Subcase (ii) we conclude that ¢(Wg) = Wieys

in particular ¢(([Qly,v)) = (A{ﬁ},y) On the other hand, the image by ¢ of the
/(@2 @ )-arcs ((Q, @), (2',0)) and (@ Q) (1Q;, 1)) is ({0}, @), ({0},0)) and
(({0},Q"), ({0},1)). Therefore (W¢) = Wigy, and in particular (([Q']y,y)) =

({0}, ).

O

We are ready to show that L is isomorphic to the endomorphism monoid of D. The

next proposition, together with Remarks 5.10} [5.11], [5.12] and [5.13], ends the

proof of Lemma, [5.2

Proposition 5.29. The mapping ® : (L, \) — End(D) defined by ®(x) = ¢, is a monoid
isomorphism.
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Figure 16: The three subcases when Q' ¢ L, and |Q| > 3 in Proposition The solid
lines denote actual arcs, the dotted and dashed ones denote walks.

Proof. Note that by Proposition [5.22] the mapping & is well defined. It is clear from
Definition that it is injective: let z,y € L with z <* y and v = ({0,y},y) € V;
then ¢, (v) # v = ¢y(v). By Proposition it is also surjective. Clearly ®(1) = idp.
Finally, let z,y,z € L and Q € Q.. Then

pa(0y(([Q2,2))) =

o2 (@0 e 1)) = {([Q“l“m“ Vet) B@ne Oy 7 0]

= A R S U if QNlpry # {0} =QNlranlpey ¢ =
¢z (({0},2)) = ({0}, 2) fQN|p+y= {0/}
- {g[;g;l; vl QN A 20 }} = eors(([Q)=,2))

One of the main results of the paper follows from Lemmas and
Theorem 5.30. For every finite lattice L there exists a simple undirected graph G of

mazximum degree at most 3 such that End(G) = L.

5.2 Forcing a minor

The main result of this subsection is that no class excluding a minor can represent all
lattices (Theorem [5.35]).

Recall the definitions of retracts and in particular Lemmal[5.1] which in this section we
will exclusively use for an undirected graph G. If End(G) = L, then Lemma justifies
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the following notation: If ¢ € L, then R(¢) € R is the corresponding retract of G. An
element ¢ € L is called join-irreducible if \/ I = ¢ implies ¢ € I for all I C L. Denote by
J (L) the subposet of L induced by its join-irreducible elements. Note that an element
of L is join-irreducible if and only if it covers a unique element. An elementary property
that we will sometimes use is £ = \/{z € J(L) |z < ¢} for all ¢ € L.

Lemma 5.31. Let L be a lattice and G a graph such that End(G) = L. Lety € J(L) and
C=A{x1,...,x} C J(L) the elements covered by y in J(L). We have that R(y)\ R(\/ C)
is non-empty and induces a connected subgraph of G.

Proof. Since z1,...,x; < y, we have \/C < y. Since y is join-irreducible and y ¢ C,
we have \/ C # y. Moreover, we have that if \/C' < z < y, since z is the join of all
join-irreducibles below it, if z # y then z = \/ C. We conclude \/ C' < y. Note that the
above arguments also hold if C' = &.

By Lemma [5.1] this implies R(y) \ R(\/ C) # @. Suppose now that R(y)\ R(\/ C) has a
connected component A such that B = (R(y) \ R(\/ C)) \ A # &. Consider the retraction
¢ : R(y) — R(\/ C) and define ¢' : R(y) — R(\/C)U B as

{cp(v) ifveA,
UV —

) otherwise.

Since there are no edges from A to B, ¢’ is a retraction from R(y) to R(\/ C')U B. Hence,
its image R(\/ C')U B is a retract of G. However, R(\/C) C R(\/C)UB C R(y) together
with Lemma [5.1] contradicts \/ C' < . O

If End(G) = L, then Lemma implies that the following is well-defined. Let
y € J(L) and C C J(L) the elements covered by y in J(L), then its private part P(y)
is the connected component of R(y) \ U,cc R(z) containing R(y) \ R(\/ C). Note that

Usec R(z) € R(V C).
For the next result we restrict to lattices such that their join-irreducible poset forms
a lattice as well.

Lemma 5.32. Let L be a lattice such that J(L) is a lattice and G a graph such that
End(G) = L. Ify,z € J(L) are different, then P(y) and P(z) are disjoint.

Proof. If y < z and C C J(L) is the set of elements covered by z in J (L), then P(z) C
R(2)\U,ec R(x) and since y < 2 for some x € C we have P(y) C R(x). Hence P(y) and
P(z) are disjoint.

If y || z are incomparable, then by Lemma R(y) N R(z) = R(y AL z). Since J(L)
is a lattice, we have y AL 2 = y Ay(r) 2 € J(L). Indeed, y AL z = \{z € J(L) | x <
gLzt =Viz € T(L) |2 < y.2} = Viz € T(I) | 2 <y Asgy 7} = 9 Agquy 2 € T(L).
Since y A z < y, 2, both y and z cover in J(L) some element x and 2/, respectively, such
that y A z < 2,2/ and R(y A z) C R(z) N R(2’). By definition, P(y) N R(z) = @ and
P(z)N R(2') = @. Thus, P(y) N P(z) = . O

For the next lemma we need more structure on L. A lattice is distributive if A (yVz) =
(xAy)V(xAz) for all z,y, z € L. Birkhoff’s Fundamental Theorem of Finite Distributive
Lattices [§] says that L is distributive if and only if L = (Z(P), C), where Z(P) denotes
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the set of ideals of a poset P. Moreover, the unique such P up to isomorphism is J(L).
Every element = € P is identified with | =z € Z(P).

An interval in P is a subset of the form [z,z] = {y € P | z < y < z} for elements
x < z. The length of an interval is the length of a shortest inclusion maximal chain. We
call a poset P thick if every interval of length 2 has least 4 elements. See Figure [17] for
an illustration.

Figure 17: The thick lattice Bs and the lattice of abstract simplicial complexes on 3
elements Z(B3).

Lemma 5.33. Let L be a distributive lattice such that J(L) = P is a thick lattice and G
a graph with End(G) = L. If z,y € P such that x < y in P, then there is an edge between
P(z) and P(y).

Proof. Denote C = {x1,...,x5} C P the (possibly empty) set of elements covered by y
in P except « and denote by Q(x) := R(x) \ R(\/ C). Note that since no element of C is
comparable to x by distributivity we have (\/ C)Ax = (z1 Az) V...V (zxAz) < x because
every term is strictly below z and z is join-irreducible itself. Hence, Q(x) # &. Moreover,
note that since P is thick for all w < x < y there exists a 2/ # = with w < 2’ < v.
In particular, 2’ € C and we get \/C > w for all w < x in P. Thus, if D are the
elements covered by x in P, then (J,.p R(z) € R(V/ D) € R(\/C) and consequently
Q(x) € R(x) \ R(V D) C P().

We show that there is an edge from Q(z) to P(y). Suppose otherwise, and let A be
the set of vertices of R(y) \ Ule R(z;) \ R(z) reachable from Q(z) through vertices of
R(y) \ R(\VC) \ R(x). This is, if v € A then there is a path starting at some vertex
u € Q(z) and ending at v, and the rest of its vertices lie in R(y) \ R(\V C) \ R(z). But
note that R(y) \ R(\/ C)\ R(z) C R(y) \ Ule R(z;) \ R(z). So, since P(y) is a connected
component of R(y) \ Ule R(z;) \ R(z), if A and P(y) intersected then Q(x) and P(y)
would be adjacent, a contradiction. Hence, B := R(y) \ R(\/ C) \ R(x) \ A is non-empty.
Consider now the retraction ¢ : R(y) — R(\/ C). We can construct another retraction
¢ R(y) — R(\/C)UB as

v otherwise.

s {(p(v) ifve AuQ(x),

Since there are no edges from AUQ(z) to B, this is a retraction, and its image R(\/ C)UB
is a retract.
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However, R(\/C) € R(\/C)U B C R(y) and furthermore R(x) || R(\/C) U B are
incomparable. But since y € J(L), y covers a unique element in L. Since C' U x are
exactly the elements covered by y in P, the unique element covered by y in L is \/ C'V z.
This implies R(\/C)U B C R(\/C V z). Finally, let z € L with \/C < z < \/C V z.
Since P is thick, w < \/C for any w < z in J(L), as we have seen above. Therefore,
z=V{weJlL)|w<z}=\VCVV{weJL)|w<xAz} =\ CVaz Hence,
VC<VCVuz.

Hence, by Lemma[5.1]\/C < \/CVz and R(\/C) C R(V C)UB C R(\/C V z) yield
R(\/C)uB = R(\/CVx). However, x < \/C V z yields R(x) C R(\/C)U B which is a
contradiction to R(z) || R(\/ C) U B. O

Lemma 5.34. Let P be a thick lattice and L = Z(P). If G is a graph such that End(G) =
L, then the cover graph Gp of P is a minor of G.

Proof. Associate every vertex z of Gp to P(x). By Lemmal[5.31]each P(z) is a non-empty
connected subgraph of G. By Lemma all the P(z) are mutually disjoint. If {z,y} is
an edge in Gp, there is a cover relation x < y in P and by Lemma there is an edge
from P(x) to P(y). Thus, after contracting each of the connected subgraphs P(z) to a
single vertex and eventually deleting some edges, we obtain Gp as a minor. U

While Lemma [5.34] suffices to establish one of the main results of the paper, we wonder
if the assumption of P being a thick lattice can be dropped. It is easy to see that lattice
can be weakened to meet-semilattice without affecting our proof.

Theorem 5.35. For every positive integer n, there is a distributive lattice L such that if
G has End(G) = L, then G contains the hypercube graph Q,, as a minor. In particular, no
class excluding a minor is endomorphism universal for commutative idempotent monoids.

Proof. Consider the Boolean lattice B,, i.e., the containment order of all subsets of
{1,...,n}. Every interval [A, B] of B, length 2 has B = AU {i,j}, i # j, so B, is
thick. Therefore, Lemma shows that any graph G with End(G) = L = Z(B,,) has
G, = @Qn as a minor. O

In Theorem [5.35| we chose a simple family of thick lattices, namely the Boolean lattice
B,,. In this case, Z(B,) coincides with the set of all abstract simplicial complexes on
{1,...,n} ordered by inclusion. More generally, thick lattices include the class of Eulerian
lattices - an important class for example containing face lattices of convex polytopes, see
Stanley’s survey [42].

Since the class of graphs of maximum degree 2 excludes Ki 3 as a minor, a trivial
consequence of Theorem [5.35|is that Theorem is best-possible:

Corollary 5.36. Graphs of mazimum degree 2 are not End-universal for (distributive)
lattices.

6 Forcing a topological minor

A semigroup is completely regular if it can be expressed as a union of subgroups. In the
present section we show that no class excluding a topological minor can be End-universal
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for the class of completely regular monoids (Theorem . Our proof is inspired by the
proof of the main result of |7], showing the analogous (weaker) result for the class of all
monoids. Indeed, analyzing the construction of 7] already shows that no class excluding a
topological minor can be End-universal for the class of regular monoids. The ideas have to
be slightly strengthened to yield our results. So we begin introducing some terminology
from |7]. Let M be a monoid, V a set and V" the monoid of all transformations of
V. If ® : M — VV is an injective monoid homomorphism, then ® is called a faithful
representation of M. Now let Q be a set and assume that M is a submonoid of Q. A
faithful representation ® : M — V'V is called a pseudorealization if there is an injective
mapping of Q into V' (x +— T, say), such that (Pa)ZT = az for every z € Q and « € M. Here
we drop some parentheses as in [7]. Finally, in such case we say that the transformation
monoid ®M is a pseudorealization of M.

Now take Q = Z, x {1,2,3}, where p is a prime number. Let ® : Z}% — Q% be the
faithful representation defined by (¢, d) — .4, where

Tedla,1) = (a+e¢,1)
Ted(a,2) = (a+d,2)
Ted(a,3) = (a+c+d,3)

for every a € Z,. Consider the permutation group P = @ZZQ,. Then we get [7, Lemma
3.2]:

Lemma 6.1. Let p, Q and P as above. Assume that G is a graph and Aut(G) is a
pseudorealization of P. Then G contains a subdivision of Ky .

Next, we strengthen [7, Lemma 3.1]. In fact, most of their arguments can be reused.

Lemma 6.2. Let p, Q and P as above. There exists a completely reqular monoid M C Qf
such that

(i) P coincides with the group of invertible elements of M ;

(ii) every faithful representation of M is a pseudorealization.

Proof. Let S, be the symmetric group over {1,...,p}. Consider the subsets C = {~, €
O |z € Qand v,(Q) = {z}} and S = {a € QP | 304.1,002,003 € Sp and Vk €
Zy o(k,i) = (0q,i(k),1)}. Set M =S UPUC. We claim that M is a completely regular
monoid. Its neutral element is the neutral element of P, which clearly satisfies P? C P
and is a group, hence completely regular. Moreover, C2, CP,CS,PC,SC C C and C
is idempotent, hence completely regular. Let k € Z, and i € {1,2,3}. If 7.q € P and
a € S, then (m.q0a)(k,i) = (0qa,i(k) + ¢, 1) and (a o7 q)(k,i) = (0q,i(k +€),1), where

c ifi=1
e=+<d ifi=2
c+d ifi=3.

Therefore PS,SP C S. Moreover, if a, 5 € S then (ao §)(k,i) = (0q,1(0s:(k)),1), so
S% C S. In particular, we get that if 0,1 € S, is of order m, then a™*! = o, hence S is
completely regular. We conclude that M is a completely regular monoid. It is clear that
(i) holds.
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Let V be a set and ¥ : M — V'V a faithful representation of M. We are now going to
prove that W is a pseudorealization. Take two different elements (a,1), (b,1) € Z, x {1} C
Q. Since Wy (q,1) # Yy(p,1), We have that (Vg 1))v # (Uy,1))v for some v € V. Define
the mapping

Q -V
x — T=(Uy)v.
This mapping is injective. Indeed, let (k,7), (¢,7) be two distinct elements of Q = Z, x

{1,2,3}. If k # ¢ then take a permutation o € S, with o(k) = a, o(¢) = b, and the
transformation o € S with 04,1 = 042 = 04,3 = 0. Then

(Va)(k,i) = (Ya) (Py,i)v = (Y(aymi)v = (¥Y@n)v #

(U = (T(aye)))v = (Ta) (U)o = (Ya)(l, j),

so (k,i) # (£,7). And if i # j then take o,7 € S, with (k) = a, 7({) = b, and a
transformation o € S with 0,; = 0 and 0, ; = 7. Repeating the above argument we see

that again (k,i) # (¢, 7). Moreover, for any € M and x € 2

(‘Ijﬂ)f = (\I’IB)(\IJ’Vm)U = (\P(ﬁ'yx))v = (\Il'yﬁa:)v = ﬁ?

Hence ¥ is a pseudorealization.
O

Note that if M is a monoid, P C M is its group of invertible elements, G is a graph
and ¥ : M — End(G) is a monoid isomorphism then ¥ p : P — Aut(G) is a faithful
representation. Therefore, from the above lemmas we obtain:

Theorem 6.3. For every positive integer n, there is a completely regular monoid M such
that if G has End(G) = M, then G contains a subdivision of Ky, ,,. In particular, no class
excluding a topological minor is endomorphism universal for completely reqular monoids.

7 Comments

The results of this paper extend the study of endomorphism universality of sparse graph
classes. Particular attention is paid to classes of monoids that are important in Semigroup
Theory. Let us first point out some natural follow-up questions to our results and then
present some other problems of a similar flavor.

We have shown that commutative idempotent monoids (Theorem as well as
k-cancellative monoids (Theorem can be represented as endomorphism monoids of
graphs of bounded degree, while no class excluding a topological minor can represent all
completely regular monoids (Theorem . It is thus a natural question what happens
with other classes of monoids, in particular completely regular classes that contain groups
or commutative idempotent monoids. Indeed, a second part of the question of Babai
and Pultr |7, Problem 1.4] asks whether every idempotent monoid is the endomorphism
monoid of a graph of bounded degree. The structure of idempotent monoids is understood
in following sense: every idempotent monoid can be seen as a lattice L where element
x € L corresponds to a rectangular band S, i.e., a direct product of a left-zero semigroup
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L,, and a right-zero semigroup R,, . Recall that L, is defined on the set {{1,...,¢;,} by
l; - {; = £; and similarly R,, is defined on the set {ri,...,7.} by r; - 7; = ;. Now, if
m € Sy = Ly, X Ry, and m/ € Sy = Ly % Ry, then mm’ € Synzr, see |31]. Theorem
can be seen as the extremal case where xy = x, = 1 for all x € L. We sketch the other
extremal case where |L| = 2. In this case M is obtained by adding a neutral element to a
rectangular band S = Ly, x Ry, , i.e., M is the adjoint monoid S of S. Figuresketches
how to construct an arc-colored graph G’ with End(G’) = ST if S is a rectangular band.

Figure 18: Left: an arc-colored graph G with End(G) & RJ. Right: an arc-colored graph
G’ with End(G’) = (Ls x R5)*.

Thus, our results from Sections [3] and [] yield:

Proposition 7.1. The adjoint monoid of a rectangular band is the endomorphism monoid
of a graph of bounded degree.

We do not know how to use this with Theorem[5.30]to represent all idempotent monoids
by graphs of bounded degree, so |7, Problem 1.4] remains open. Similar questions that
arise from Figure [I| are whether the class of bounded degree graphs is End-universal for
monoids that are commutative and regular (i.e. for every x there is a y such that xyx = z)
or monoids that are inverse (i.e. for every x there is a unique y such that x = xyz and
y = yzy). Koubek, Rodl, and Shemmer [27], when studying the minimum number of
vertices or edges required for a graph to represent a given monoid, obtain special results
for the class of completely simple monoids - a subclass of completely regular monoids. So
this would be another natural candidate.

Conversely to the above problems, one may wonder what are the graphs whose en-
domorphism monoid falls into a given class M. We have presented an easy result
(Lemma that characterizes graphs whose endomorphism monoid is idempotent and
commutative in an algebraic manner. In the same vein one may characterize graphs whose
endomorphism monoid is idempotent, as those graphs all of whose endomorphisms are re-
tractions. On the other hand End(G) is a group if and only if G has no non-trivial retracts,
see e.g. [17,126]. However, purely graph theoretic characterizations seem difficult in the
above cases. A question of Knauer and Wilkeit |29, Question 4.2] asks for a characteriza-
tion of graphs with regular endomorphism monoid. This remains open, see [19]. Similarly
it seems interesting to characterize graphs whose endomorphism monoid is completely
regular, completely simple, commutative, or inverse.

A fundamental tool for representing a given monoid M in a desired way is finding a
generating set C' C M such that Cay,(M,C) is well-behaved (Lemma [2.1). It is thus a
natural question which monoids or semigroups (of a particular class) M admit a generat-
ing set such that their Cayley graph, i.e., a generated Cayley graph, falls into a particular
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class of graphs G. When sparse classes are considered, usually one only considers the
underlying simple Cayley graph Cay(M, C), where colors, orientations, multiplicity, and
loops are ignored. An old result into this direction by Maschke [30] characterizes the
planar groups, i.e., those groups that have a planar generated Cayley graph. The planar
right-groups, i.e., a product of a group and a right-zero semigroup, were characterized
in [24], a characterization of certain planar Clifford semigroups was given by Zhang [45]
and slightly corrected in |26, Theorem 13.3.5], and Solomatin characterized planar prod-
ucts of cyclic semigroups [40] and studied some classes of outerplanar semigroups [41]. It
remains open to characterize outerplanar semigroups, see [24, Problem 2].

Another current is the question which graphs in a given class G are (generated) Cay-
ley graphs of a semigroup of prescribed type. The question which Generalized Petersen
Graphs are underlying simple graphs of Cayley graphs of monoids has been studied in [13].
A characterization of planar (minimally) generated Cayley graphs of commutative idem-
potent semigroups (a.k.a semilattices) has been given in [26, Theorem 13.3.4]. Results of
Zelinka [44] that were corrected in [25] imply that all forests are underlying simple Cayley
graphs of a monoid, while not every tree is a generated Cayley graph of a monoid [25].
It is open, whether every graph of treewidth 2 (a.k.a series-parallel graph) is the under-
lying simple Cayley graph of a monoid, see |25, Question 6.2]. While there are graphs of
treewidth 3 that are not the underlying simple Cayley graph of monoid, it remains open,
whether every graph is the underlying simple Cayley graph of a semigroup, see [25, Ques-
tion 6.3].
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