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What can we do with non-idempotent intersection types?

Goal. We want to characterize all and only the ¢8-normalizing terms via NI.

Motivation 1. — g is a normalizing strategy for —3: reaches a 3-normal form if it exists.
Motivation 2. The number of — ;3 steps is a reasonable cost model.
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Goal. We want to characterize all and only the ¢8-normalizing terms via NI.

Motivation 1. — g is a normalizing strategy for —3: reaches a 3-normal form if it exists.
Motivation 2. The number of — ;3 steps is a reasonable cost model.

Bonus. We use the same type system NI (same rules), we just consider specific types.
~» NI is versatile. Also, some results are already proven and can be used immediately.
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What can we do with non-idempotent intersection types?

Goal. We want to characterize all and only the ¢8-normalizing terms via NI.
Motivation 1. — g is a normalizing strategy for —3: reaches a 3-normal form if it exists.
Motivation 2. The number of —;3 steps is a reasonable cost model.

Bonus. We use the same type system NI (same rules), we just consider specific types.
~» NI is versatile. Also, some results are already proven and can be used immediately.

To achieve this qualitative characterization, we need to prove two properties.
@ Correctness: if a term is typable in NI with specific types then it is £8-normalizing.
© Completeness: if a term is £3-normalizing then it is typable in NI with specific types.
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What can we do with non-idempotent intersection types?

Goal. We want to characterize all and only the ¢8-normalizing terms via NI.
Motivation 1. — g is a normalizing strategy for —3: reaches a 3-normal form if it exists.

Motivation 2. The number of —;3 steps is a reasonable cost model.

Bonus. We use the same type system NI (same rules), we just consider specific types.
~» NI is versatile. Also, some results are already proven and can be used immediately.

To achieve this qualitative characterization, we need to prove two properties.
@ Correctness: if a term is typable in NI with specific types then it is £8-normalizing.

© Completeness: if a term is £3-normalizing then it is typable in NI with specific types.

Bonus. We can extract some quantitative information from NI about:

@ the length of evaluation (the number of ¢3-steps to reach the 3-normal form);
@ the size of the output (i.e. of the £3-normal form).
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A way to identify some specific types: positive and negative occurrences

Def. The sets ocy(T) and oc_(T) positive and negative occurrences of a type T are:

Teoc_(M) or T€eoci(A) T €oci (M) or T€oc_(A)

A € oc(A) T € oc (M — A) T € oc_ (M — A)
JAEM: T € ocy(A) JAEM: T €oc_(A)

M € ocy (M) T € ocy (M) T € oc_(M)
Teocy () or T€Eocy (M) Teoc_(I) or T€Eoc_(M)

T € ocy (I, x: M) T coc_(I,x: M)
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M € ocy (M) T € ocy (M) T € oc_(M)
Teocy () or T€Eocy (M) Teoc_(I) or T€Eoc_(M)

T € ocy (I, x: M) T coc_(I,x: M)

Ex. [Jeoc—([]—A), [[€oc—([[]—=A,A]), [[€oc—(x:[[]—=A]). []€oc+([[] A —<A).
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Ex. [Jeoc—([]—A), [[€oc—([[]—=A,A]), [[€oc—(x:[[]—=A]). []€oc+([[] A —<A).

[1€oc:([]—A): \[L_OA
N
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A way to identify some specific types: positive and negative occurrences

Def. The sets ocy(T) and oc_(T) positive and negative occurrences of a type T are:

Teoc_(M) or T€eoci(A) T €oci (M) or T€oc_(A)

A € oci(A) T € ocy (M — A) T € oc_(M — A)
JAEM: T € ocy(A) JAEM: T €oc_(A)

M € oci (M) T € ocy (M) T € oc_(M)

Teoc_(I) or T€Eoc_(M)
T coc_(I,x: M)

Teocy () or T€Eocy (M)
T € ocy (I, x: M)

Ex. [Jeoc—([]—A), [[€oc—([[]—=A,A]), [[€oc—(x:[[]—=A]). []€oc+([[] A —<A).

[J€oc([[] Al — A): u]/—OA] —A

[leoc([]—A): \[L—OA

[J€oc—([1—=A) b [1€oci([[]—=A] — A) b
\ﬁ,_/
Ex. Let A= [[]—[]—X]—[]—X, then []€oc,(A) Noc_(A).
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Some specific types in NI: shrinking

@ A linear type A is shrinking if |[M| > 1 for all M € oc;(A).

@ A linear type A is co-shrinking if [M| > 1 for all M € oc_(A).

© A multi type M is shrinking (resp. co-shrinking) if so is every A € M.

@ An environment I is co-shrinking if so is [(x) for every variable x.

@ A derivation D ' t: T is shrinking if T is co-shrinking and T is shrinking.
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Some specific types in NI: shrinking

@ A linear type A is shrinking if |[M| > 1 for all M € oc;(A).

@ A linear type A is co-shrinking if [M| > 1 for all M € oc_(A).

© A multi type M is shrinking (resp. co-shrinking) if so is every A € M.
@ An environment I is co-shrinking if so is [(x) for every variable x.

@ A derivation D ' t: T is shrinking if T is co-shrinking and T is shrinking.
Ex. [[]—e X, X] is shrinking, [[]— X]— X is co-shrinking, X is both.
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Some specific types in NI: shrinking

@ A linear type A is shrinking if |[M| > 1 for all M € oc;(A).

@ A linear type A is co-shrinking if |[M| > 1 for all M € oc_(A).

© A multi type M is shrinking (resp. co-shrinking) if so is every A € M.
@ An environment I is co-shrinking if so is [(x) for every variable x.

OQ A derivation Dy I F t: T is shrinking if I is co-shrinking and T is shrinking.
Ex. [[]—e X, X] is shrinking, [[]— X]— X is co-shrinking, X is both.
Rmk. M — A is co-shrinking if and only if M # [] is shrinking and A is co-shrinking.

Rmk. M —o A is shrinking if and only if M is co-shrinking and A is shrinking.
Rmk. Let I =T Wl T is co-shrinking if and only if so are 'y and I».
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Some specific types in NI: shrinking

@ A linear type A is shrinking if |[M| > 1 for all M € oc;(A).

@ A linear type A is co-shrinking if |[M| > 1 for all M € oc_(A).

© A multi type M is shrinking (resp. co-shrinking) if so is every A € M.
@ An environment I is co-shrinking if so is [(x) for every variable x.

OQ A derivation Dy I F t: T is shrinking if I is co-shrinking and T is shrinking.
Ex. [[]—e X, X] is shrinking, [[]— X]— X is co-shrinking, X is both.

Rmk. M — A is co-shrinking if and only if M # [] is shrinking and A is co-shrinking.

Rmk. M —o A is shrinking if and only if M is co-shrinking and A is shrinking.
Rmk. Let I =T Wl T is co-shrinking if and only if so are 'y and I».

Idea: To guarantee that B is shrinking in ' s : B, we need I' to be co-shrinking.

Mx:MkFt:A \
FrEXMxt:M—A
——

shrinking
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Rmk. M —o A is shrinking if and only if M is co-shrinking and A is shrinking.

Rmk. Let I =1 Wl T is co-shrinking if and only if so are 'y and I».

Idea: To guarantee that B is shrinking in ' s : B, we need I' to be co-shrinking.

co-shrinking  shrinking

~~
Mx: M EFt: A \

FrEXxt:M—o A
—_——

shrinking
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Ingredients to prove correctness

Def. The size |t| of a term t is defined by induction on t as follows:

x| =1 [Ax.t| =1+ |t| [st| =1+ |s| + |t|
Lemma (Spreading of shrinkingness)
Let t # Ax.s be S-normal and DN I t: A. If T is co-shrinking then A is co-shrinking.J

Proof. By induction on meN, as t=xty ...ty for some meN, B-normal t1,...,tn. O
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Ingredients to prove correctness

Def. The size |t| of a term t is defined by induction on t as follows:

x| =1 [Ax.t] =1+t |st] =1+ |s| + |t|
Lemma (Spreading of shrinkingness)
Let t # Ax.s be S-normal and DN I t: A. If T is co-shrinking then A is co-shrinking.J

Proof. By induction on meN, as t=xty ...ty for some meN, B-normal t1,...,tn. O

Lemma (Typing -normal forms in a co-shrinking environment)

Let t be B-normal and Dy I E t: A. If T is co-shrinking and (A is shrinking or t is not
an abstraction), then |t| < |D].

Proof. Every S-normal term is of the form t = Ax,....Ax1.yt1 ... tm for some m,n € N,
with ti,..., tm B-normal. The lemma is proved by induction on |t| € N. We use the
lemma above if n =0 and m > 0. O
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Correctness of NI: shrinking typability implies ¢3-normalization

Proposition (Quantitative subject reduction for shrinking derivations)
If Doni T t: Ais shrinking and t —45 t', then there is D'>n T = ¢ 0 A with |D| > |D'|.J

Proof. By induction on the definition t —¢g t' (p. 6, Day 3). The only non-trivial case is
when t = (Ax.u)s =g u{s/x} = t': so, D must have the form below, with [ =T"w".

ip, By substitution lemma, there is D' by I F ufs/x} : A
po_MxiMruih | D, with |[D'| = [Dy[+|Ds|~|IM| < |Du|+|Ds|+2 = |D|. O

I Axu:M— A rM"es:M

Q@
rMyr” = (Ax.u)s: A
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Correctness of NI: shrinking typability implies ¢3-normalization

Proposition (Quantitative subject reduction for shrinking derivations)
If Doni T t: Ais shrinking and t —45 t', then there is D'>n T = ¢ 0 A with |D| > |D'|.J

Proof. By induction on the definition t —¢g t' (p. 6, Day 3). The only non-trivial case is

when t = (Ax.u)s =g u{s/x} = t': so, D must have the form below, with [ =T"w".

ip, By substitution lemma, there is D' by I F ufs/x} : A

p. ['x:MbFu:A N EDS with |'D/|=|'Du|+|'D5|—|M| < |Du|+|Ds|+2:|D|. O
MMEXxu:M—A T"Fs:M

Q@
rMyr” = (Ax.u)s: A

Rmk. The quantitative aspect of subject reduction (i.e. |D| > |D’|) is false:
o if D is not shrinking, e.g. Ax.x(0d) =3 Ax.x(0d) with § = Az.zz, see Day 4, p. 10;
o if t —p t' instead of t =45 t/, e.g. (Az.x)(88) =5 (Az.x)(85) but (Az.x)(68) —>¢p x.
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Correctness of NI: shrinking typability implies ¢3-normalization

Proposition (Quantitative subject reduction for shrinking derivations)
If Doni T t: Ais shrinking and t —45 t', then there is D'>n T = ¢ 0 A with |D| > |D'|.J

Proof. By induction on the definition t —¢g t' (p. 6, Day 3). The only non-trivial case is
when t = (Ax.u)s =g u{s/x} = t': so, D must have the form below, with [ =T"w".
D, By substitution lemma, there is D' by I = u{s/x} : A
Do Mx:MFu:A E’Ds with |D/|=|Du|+|D5|—|M| < |Du|+|Ds|+2:|D| O
MEXxu:M—oA TFs:M
rMyr” = (Ax.u)s: A
Rmk. The quantitative aspect of subject reduction (i.e. |D| > |D’|) is false:
o if D is not shrinking, e.g. Ax.x(0d) =3 Ax.x(0d) with § = Az.zz, see Day 4, p. 10;
o if t —p t' instead of t =45 t/, e.g. (Az.x)(88) =5 (Az.x)(85) but (Az.x)(68) —>¢p x.

¢

Theorem (Correctness of shrinking NI)
If DT F t: A shrinking then there is s S-normal such that t —¢5 s and |D| > k+|s|. J

Proof. By induction on |D|.
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Correctness of NI: shrinking typability implies ¢3-normalization

Proposition (Quantitative subject reduction for shrinking derivations)
If Doni T t: Ais shrinking and t —45 t', then there is D'>n T = ¢ 0 A with |D| > |D'|.J

Proof. By induction on the definition t —¢g t' (p. 6, Day 3). The only non-trivial case is
when t = (Ax.u)s —¢g u{s/x} = t’: so, D must have the form below, with I =" W ",

ip, By substitution lemma, there is D' oy [ F u{s/x} : A
b FxiMEu:A ‘D, with |D'| = |Dy|+|Ds|— M| < |Du|+|Ds|+2 = [D]. O

MMEXAxu:M—A I'”Fs:M@

rMyr” = (Ax.u)s: A
Rmk. The quantitative aspect of subject reduction (i.e. |D| > |D’|) is false:
o if D is not shrinking, e.g. Ax.x(0d) =3 Ax.x(0d) with § = Az.zz, see Day 4, p. 10;
o if t —p t' instead of t =45 t/, e.g. (Az.x)(88) =5 (Az.x)(85) but (Az.x)(68) —>¢p x.

Theorem (Correctness of shrinking NI)
If DT F t: A shrinking then there is s S-normal such that t —¢5 s and |D| > k+|s|. J

Proof. By induction on |D|. If t is S-normal, then the claim follows from the lemma
about typing S-normal forms, taking s = t and k = 0.
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Correctness of NI: shrinking typability implies ¢3-normalization

Proposition (Quantitative subject reduction for shrinking derivations)
If Doni T t: Ais shrinking and t —45 t', then there is D'>n T = ¢ 0 A with |D| > |D’|.J

Proof. By induction on the definition t —¢g t' (p. 6, Day 3). The only non-trivial case is
when t = (Ax.u)s —¢g u{s/x} = t’: so, D must have the form below, with I =" W ",

ip, By substitution lemma, there is D' oy [ F u{s/x} : A
D= Mx:MFu:A ;Ds with |D/| :|Du|+|Ds|_|M| < |Du|+|D5|+2:|D| O

MMEXAxu:M—A Mers:M

Q@
rMyr” = (Ax.u)s: A

Rmk. The quantitative aspect of subject reduction (i.e. |D| > |D’|) is false:
o if D is not shrinking, e.g. Ax.x(0d) =3 Ax.x(0d) with § = Az.zz, see Day 4, p. 10;
o if t —p t' instead of t =45 t/, e.g. (Az.x)(88) =5 (Az.x)(85) but (Az.x)(68) —>¢p x.

Theorem (Correctness of shrinking NI)
If DT F t: A shrinking then there is s S-normal such that t —¢5 s and |D| > k+|s|. J

Proof. By induction on |D|. If t is S-normal, then the claim follows from the lemma
about typing S-normal forms, taking s = t and k = 0.

Otherwise, t —5 t' and by quantitative subject reduction there is D' >y I =t : A with
|D| > |D’|. By induction hypothesis, t' —75 s in k {3-steps for some S-normal s with
|D'| > k + |s|. Hence, t =75 s in k+1 {B-steps and |D| > |D'| +1 > k+ 1+ |s|. O
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Ingredients to prove completeness

Rmk. Completeness is the converse of correctness, so their needed ingredients are “dual’.
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Ingredients to prove completeness

Rmk. Completeness is the converse of correctness, so their needed ingredients are “dual’.

Lemma (Shrinking typability of 8-normal forms)
If t is B-normal, then there is a shrinking Dn I ¢ : A for some T, A, with |D| = [t]. J

Proof. Every B-normal term is of the form t = Ax,.... Axqi.yt1 ...ty for some m,n € N
with t1,..., tm B-normal. To have the right induction hypothesis, for n = 0 we also have
to prove that, for all k € N and co-shrinking A and shrinking Ay, ..., A,, there is

Donm M Eyti.. tm: [A1] — - — [Ak] — A for some co-shrinking environment T.

The stronger statement is proved by induction on |t| € N. O
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Completeness of NI: £3-normalization implies shrinking typability
Proposition (Quantitative subject expansion for shrinking derivations) J

If D' o Tt : A shrinking and t —5 t/, then there is Dy I =t : A with |D] > |D/|.

Proof. By induction on the definition t —,5 t' (p. 6, Day 3). The only non-trivial case is
when t = (Ax.u)s —¢g u{s/x} = t': as D' >ni T+ t': A, by the anti-substitution lemma

‘D, thereare Doy, x: M u: Aand Dbyl Fs: M

S Fx:MEu: A \ i D, such that T = "W and |D'| = |Du| + |Ds| — [M|.
FEowo M —oA Mes:M Hence, for Dni I - (Ax.u)s : A on the left, |D| =
Forr owasia DUl +[Ds] +2> D] + D] — M| = D], O
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Completeness of NI: £3-normalization implies shrinking typability

Proposition (Quantitative subject expansion for shrinking derivations)
If D' o Tt : A shrinking and t —5 t/, then there is Dy I =t : A with |D] > |D/|. J

Proof. By induction on the definition t —,5 t' (p. 6, Day 3). The only non-trivial case is
when t = (Ax.u)s —¢g u{s/x} = t': as D' >ni T+ t': A, by the anti-substitution lemma

‘D, thereare Doy, x: M u: Aand Dbyl Fs: M

S Fx:MEu: A \ i D, such that T = "W and |D'| = |Du| + |Ds| — [M|.
FEowo M —oA Mes:M Hence, for Dni I - (Ax.u)s : A on the left, |D| =
Forr owasia DUl +[Ds] +2> D] + D] — M| = D], O

Rmk. We have seen (in day 2) that subject expansion fails with simple types.
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Completeness of NI: £3-normalization implies shrinking typability

Proposition (Quantitative subject expansion for shrinking derivations)
If D' o Tt : A shrinking and t —5 t/, then there is Dy I =t : A with |D] > |D/|. J

Proof. By induction on the definition t —,5 t' (p. 6, Day 3). The only non-trivial case is
when t = (Ax.u)s —¢g u{s/x} = t': as D' >ni T+ t': A, by the anti-substitution lemma

‘D, thereare Doy, x: M u: Aand Dbyl Fs: M

S Fx:MEu: A \ i D, such that T = "W and |D'| = |Du| + |Ds| — [M|.
FEowo M —oA Mes:M Hence, for Dni I - (Ax.u)s : A on the left, |D| =
Forr owasia DUl +[Ds] +2> D] + D] — M| = D], O

Rmk. We have seen (in day 2) that subject expansion fails with simple types.
k £3-steps
Notation. Given k€N, we write t —j5 s if t ¢ -+~ —¢5 5 (thus t =05 s means t = s).

Theorem (Completeness of shrinking NI)
If t =5 s with s 8-normal, then there is shrinking D I F t : A with |D| > k + |s|. J

Proof. By induction on ke€N.
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Completeness of NI: £3-normalization implies shrinking typability

Proposition (Quantitative subject expansion for shrinking derivations)
If D' o Tt : A shrinking and t —5 t/, then there is Dy I =t : A with |D] > |D/|. J

Proof. By induction on the definition t —,5 t' (p. 6, Day 3). The only non-trivial case is
when t = (Ax.u)s —¢g u{s/x} = t': as D' >ni T+ t': A, by the anti-substitution lemma

‘D, thereare Doy, x: M u: Aand Dbyl Fs: M

b Ux:Mbu:A D, such that T = " W T and |D'| = |Dy| + |D:| — [M].
M hdwu: M—sA  Mes: M Hence, for Do I F (Ax.u)s : A on the left, |D| =
Forr owasia DUl +[Ds] +2> D] + D] — M| = D], O

Rmk. We have seen (in day 2) that subject expansion fails with simple types.
k £3-steps
Notation. Given k€N, we write t —j5 s if t ¢ -+~ —¢5 5 (thus t =05 s means t = s).

Theorem (Completeness of shrinking NI)
If t =5 s with s 8-normal, then there is shrinking D I F t : A with |D| > k + |s|. J

Proof. By induction on keN. If k =0, then t = s and typability of 3-normal concludes.
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Completeness of NI: £3-normalization implies shrinking typability

Proposition (Quantitative subject expansion for shrinking derivations) J

If D' o Tt : A shrinking and t —5 t/, then there is Dy I =t : A with |D] > |D/|.

Proof. By induction on the definition t —,5 t' (p. 6, Day 3). The only non-trivial case is
when t = (Ax.u)s —¢g u{s/x} = t': as D' >ni T+ t': A, by the anti-substitution lemma

‘D, thereare Doy, x: M u: Aand Dbyl Fs: M

o xiMruiA 'p,  suchthat T =" @I and [D'| = |Dy| + |Ds| — |M].
M hdwu: M—sA  Mes: M Hence, for Do I F (Ax.u)s : A on the left, |D| =
Forr owasia DUl +[Ds] +2> D] + D] — M| = D], O

Rmk. We have seen (in day 2) that subject expansion fails with simple types.
k £3-steps
Notation. Given k€N, we write t —j5 s if t ¢ -+~ —¢5 5 (thus t =05 s means t = s).

Theorem (Completeness of shrinking NI)
If t =45 s with s B-normal, then there is shrinking Doy Tt : A with |D| > k + |s|. J

Proof. By induction on keN. If k =0, then t = s and typability of 3-normal concludes.
Otherwise k > 0 and t —p t’ —>§5_1 s. By induction hypothesis, there is

D'o>ni Tt Awith |D'| > k — 1+ |s|. By quantitative subject expansion, there is
Don T Et: Awith |[D| > |D'|, therefore |D| > |D'| +1 > k + |s|. O
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Summing up: characterization of leftmost-outermost normalization

Putting together correctness and completeness of NI, we obtain:

Corollary (Characterization of leftmost-outermost normalization)

A term t is £3-normalizing if and only if there is D>y ' =t : A. Moreover, |D| > k + |s|
if t =45 s with s B-normal.
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Summing up: characterization of leftmost-outermost normalization

Putting together correctness and completeness of NI, we obtain:

Corollary (Characterization of leftmost-outermost normalization)

A term t is £3-normalizing if and only if there is D>y ' =t : A. Moreover, |D| > k + |s|
if t =45 s with s B-normal.

Rmk. The quantitative information about
o the length k of evaluation (left reduction) from t to its -normal form s, and
@ the head size |s| of the -normal term s

are in the size |D| of D without performing head reduction —¢g or knowing s.

G. Guerrieri (Sussex) A-calculus, simple & non-idempotent intersection types — Day 5 ECI 2024/08/02 11 / 18



Summing up: characterization of leftmost-outermost normalization

Putting together correctness and completeness of NI, we obtain:

Corollary (Characterization of leftmost-outermost normalization)

A term t is £3-normalizing if and only if there is D>y ' =t : A. Moreover, |D| > k + |s|
if t =45 s with s B-normal.

Rmk. The quantitative information about
o the length k of evaluation (left reduction) from t to its -normal form s, and
@ the head size |s| of the -normal term s

are in the size |D| of D without performing head reduction —¢g or knowing s.

Rmk. |D| is an upper bound to k plus |s| together. NI can be refined so that one can:
@ disentangle the information about k and |s| by means of two different sizes of D,

@ obtain the exact values of k and |s| from these two sizes of D.
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Outline

© Some final remarks about non-idempotent intersection types
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The leftmost-outermost reduction is a normalizing strategy

Ex. Let 6 = Ay.yy, t = (Az.x)(88): t —3 t but all derivations of t have the same size.
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The leftmost-outermost reduction is a normalizing strategy

Ex. Let 6 = Ay.yy, t = (Az.x)(88): t —3 t but all derivations of t have the same size.

Proposition (Qualitative subject reduction and expansion)

Q@ IfDoniT-t:Aand t -5 t, then there is D' >y T =t : A with [D]| > |D/|.
Q@ If D'l -t : Aand t —p t/, then there is Doy [t : A with [D]| > |D/|.

Proof. By induction on the definition of t —4 t’ (p. 6 on Day 3). The proof is the same
as for —ug or —¢g, except that there are more cases, for which |D| may not decrease. [J
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The leftmost-outermost reduction is a normalizing strategy

Ex. Let 6 = Ay.yy, t = (Az.x)(88): t —3 t but all derivations of t have the same size.

Proposition (Qualitative subject reduction and expansion)

Q@ IfDoniT-t:Aand t -5 t, then there is D' >y T =t : A with [D]| > |D/|.
Q@ If D'l -t : Aand t —p t/, then there is Doy [t : A with [D]| > |D/|.

Proof. By induction on the definition of t —4 t’ (p. 6 on Day 3). The proof is the same
as for —pg or —g, except that there are more cases, for which |D| may not decrease. [J

Corollary (leftmost-outermost reduction is a normalizing strategy for —3)
If t =% s with s S-normal, then t =75 s. J

Proof. Use shrinking typability of S-normal forms, qualitative subject expansion,
correctness for shrinking NI, and confluence of — 3. O

G. Guerrieri (Sussex) A-calculus, simple & non-idempotent intersection types — Day 5 ECI 2024/08/02 13 / 18



The leftmost-outermost reduction is a normalizing strategy

Ex. Let 6 = Ay.yy, t = (Az.x)(d9): t —p t but all derivations of t have the same size.

Proposition (Qualitative subject reduction and expansion)
Q@ If DoniT-t:Aand t —p t, then there is D' oy It 0 A with |D| > D).
Q@ If D'l -t :Aand t =5 t/, then there is Doy T =t : A with |D]| > D).

Proof. By induction on the definition of t —4 t’ (p. 6 on Day 3). The proof is the same
as for —pg or —g, except that there are more cases, for which |D| may not decrease. [J

Corollary (leftmost-outermost reduction is a normalizing strategy for —3)
If t =% s with s S-normal, then t =75 s. J

Proof. Use shrinking typability of S-normal forms, qualitative subject expansion,
correctness for shrinking NI, and confluence of — 3. O

Rmk. The corollary is a non-trivial property that has apparently nothing to do with NI.
~» NI is useful to prove general properties of the untyped A-calculus.
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The philosophy behind the proofs characterizing normalizations via NI

Our proofs to characterize normalization for —, (r € {hg, ¢3}) follow the same pattern:

normalizability =~ completeness typability in NI correctness  strong normalizability
for —, = (for some types) — for —,

Indeed, correctness is proved via quantitative subject reduction (p. 15 Day 4/p. 8 Day 5):
after every single r-step from a typable term, the size of the derivation decreases.
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The philosophy behind the proofs characterizing normalizations via NI

Our proofs to characterize normalization for —, (r € {hg, ¢3}) follow the same pattern:

normalizability =~ completeness typability in NI correctness  strong normalizability
for —, = (for some types) — for —,

Indeed, correctness is proved via quantitative subject reduction (p. 15 Day 4/p. 8 Day 5):
after every single r-step from a typable term, the size of the derivation decreases.

~ This is a way to prove that normalization and strong normalization coincide for —,
(t is r-normalizing iff t is strongly r-normalizing, see definitions on p. 11 of Day 3).
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The philosophy behind the proofs characterizing normalizations via NI

Our proofs to characterize normalization for —, (r € {hg, ¢3}) follow the same pattern:

normalizability ~ completeness ~ typability in NI correctness ~ strong normalizability
for —, = (for some types) — for —,

Indeed, correctness is proved via quantitative subject reduction (p. 15 Day 4/p. 8 Day 5):
after every single r-step from a typable term, the size of the derivation decreases.

~ This is a way to prove that normalization and strong normalization coincide for —,
(t is r-normalizing iff t is strongly r-normalizing, see definitions on p. 11 of Day 3).

—hg/—ep is deterministic ~~ trivially normaliz. and strong normaliz. coincide for it.

Nevertheless, a priori, the NI method could be used to prove that normalization and
strong normalization coincide for a non-deterministic reduction.
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Outline

© Conclusion, exercises and bibliography
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What we have learned today?

@ How to use the non-idempotent intersection type system NI with specific types.
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© A combinatorial proof for that characterization.
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What we have learned today?

@ How to use the non-idempotent intersection type system NI with specific types.
© Characterization of leftmost-outermost normalization via NI.
© A combinatorial proof for that characterization.

@ How to extract quantitative information from shrinking derivations in NI.
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What we have learned today?

@ How to use the non-idempotent intersection type system NI with specific types.
© Characterization of leftmost-outermost normalization via NI.
© A combinatorial proof for that characterization.

@ How to extract quantitative information from shrinking derivations in NI.

Questions?

b 4
i

® il
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Exercises

Find all shrinking derivations of x: M I xx: C, for any linear C and any multi M.
Find all shrinking derivations of x: M, y: Nt xy: C, for any linear C and multi M, N.

o

(=}

© Find all derivations of F (Ax.xx)\y.y : A for any shrinking linear type A.

@ Prove that there is no derivation of - Ax.x(6d) : C for any shrinking linear type C.
o

Prove that all derivations of - (Az.x)(4d) : C for any shrinking linear type C have
the same size. Deduce that quantitative subject reduction on shrinking derivations
(proposition on p. 7) does not hold in general when t — 5 t’ instead of t —5 t'.

Prove rigorously the two lemmas on p. 7 and the lemma on p. 9.

© 0

Prove rigorously the quantitative subject reduction (p. 8) and expansion (p. 10), by

induction on the definition of t —,5 t’ (see Day 3, p. 9).

Q Prove rigorously the qualitative versions of subject reduction and expansion
(Proposition on p. 12).

@ Prove rigorously that — s is a normalizing strategy for —3 (Corollary on p. 12).

@ Do we really need quantitative subject expansion for shrinking derivations

(proposition on p. 10) to prove completeness of shrinking NI (theorem on p. 10)?

Hint: Use the qualitative version of subject expansion (Proposition on p. 12).
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