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Unsupervised learning

Setting

You are given a training set of N samples T = {x1, ..., xN , ∀i , x i ∈ X} ⇒ without any
supevision
The question is : what can you say about the data ?
Useful setting : most often gathering labeled data is long / expensive / impossible

What to do

Clustering : identify few typical samples
Density estimation : learn p(x) (e.g. fit a Gaussian distribution... or a more complex one)
Identify factors of variations that explain the data (at a finer level than clustering)
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Unsupervised learning

Clustering : An ill posed problem ?

Somehow the methods are designed to learn some specific something, so will learn it...
Hard to evaluate the goodness of a solution !
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Clustering

Objectif

Find similarities between data i.e. cluster, group
What for ?

Identify typical user profiles ⇒ allow personalization
From continuous to discrete (quantization) simplifies model learning, relax hypothesis
etc

But : it is a combinatorial problem
14 samples in 4 categories ⇒ 10 millions different clusterings.
Clustering algorithmes rely on hypothesis on the data distribution
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Clustering

Hypothesis based algorithms

For instance : A cluster has an isotropic distribution
⇒ Implementation : Cluster samples by their distance wrt. a limited set of centers of
clusters partitions (a codebook)
The codebook defines the clustering : A sample belongs to a cluster according to its nearest
neighbor in the codebook

Quality criterion :
∑N

i=1 ‖x
i − p(x i )‖2

where p(x i ) is element in the codebook which is the closest to x i

This may work well !
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Clustering

Hypothesis based algorithms

For instance : A cluster has an isotropic distribution
⇒ Implementation : Cluster samples by their distance wrt. a limited set of centers of
clusters partitions (a codebook)
The codebook defines the clustering : A sample belongs to a cluster according to its nearest
neighbor in the codebook

Quality criterion :
∑N

i=1 ‖x
i − p(x i )‖2

where p(x i ) is element in the codebook which is the closest to x i

But not always
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Clustering

Hypothesis based algorithms

For instance : A cluster has an isotropic distribution
⇒ Implementation : Cluster samples by their distance wrt. a limited set of centers of
clusters partitions (a codebook)
The codebook defines the clustering : A sample belongs to a cluster according to its nearest
neighbor in the codebook

Quality criterion :
∑N

i=1 ‖x
i − p(x i )‖2

where p(x i ) is element in the codebook which is the closest to x i

Other hypothesis lead to different algorithms and quality criterion

In unsupervised learning you have to give something ⇒ you need an hypothesis from which
you may derive an algorithm
Alternative hypothesis : Two samples that are close are likely to belong to the same cluster

⇒ Propagation methods
Alternative hypothesis : Frontiers between clusters lie in low density areas
...
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KMeans : a best seller

Algorithm 1 KMeans
Input: Codebook size K
Input: Dataset T of N samples in X

1: Initialize a codebook of K elements in X
2: repeat
3: Determine clusters for all x i in T
4: Define codebook as centers of subsets of samples from T in each cluster
5: until Stop Criteria satisfied
6: return Codebook

Kmeans Algorithm

Isotropic cluster distribution assumption
Size K is set by hand

Hierarchical (ascendent or descent) algorithms
Requires a good initialization (convergence to a local minima)
Dependent on the distance used
Many variants
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KMeans in action

Along iterations

Choosing K
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KMeans as an instance of the EM algorithm

Algorithm 2 EM like algorithm
Input: Observed uncompletly observed dataset T of N samples in X , T = {x1, ...xN}.
Input: There exists hidden (unobserved) information for every sample hi , with H =

{h1, ...hN}, such that learning the model with joint knowledge of T and H would
be trivial.

1: Initialize model parameters W
2: repeat
3: Infer Ĥ, a guess on H given T and W
4: Set W through learning from complete (approximated) data (T , Ĥ)
5: until Stop Criteria satisfied

Kmeans instance

If the hidden variable (partition indicator) hi ∈ {1, ..,K} was known for every x i ∈ X ,
learning the codebook would be trivial
Every iteration one uses the learned parameters (the codebook) to infer a guess on H
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KMeans as an instance of the EM algorithm

Standard (Soft) EM algorithm

Actually there is uncertainty on the hidden variable

Rather than hard assignment to e.g. the most likely Ĥ, one infers the distribution on H on
the E-step, and uses these distribution in the M-step

Algorithm 3 EM like algorithm
Input: Observed uncompletely observed dataset T of N samples in X , T = {x1, ...xN}.
Input: There exists hidden (unobserved) information for every sample hi , with H =

{h1, ...hN}, such that learning the model with joint knowledge of T and H would
be trivial.

1: Initialize model parameters W
2: repeat
3: Infer a distributionqH on H, given T and W
4: Set W to the model through learning from data T and considering the distribution

on QH
5: until Stop Criteria satisfied
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Hard and soft KMeans algorithm

Algorithm 4 Hard KMeans
Input: Codebook size K
Input: Dataset T of N samples in X

1: Initialize a codebook of K elements in X
2: repeat
3: (hard) Assign clusters for all x i in T given codebook
4: Define the new codebook as centers of subsets of samples from T in each cluster
5: until Stop Criteria satisfied

Soft version takes into account uncertainty on clusters assignment

Algorithm 5 Soft KMeans
Input: Codebook size K
Input: Dataset T of N samples in X

1: Initialize a codebook of K elements in X
2: repeat
3: Assign scores αi,k (e.g. likelihoods) for all x i in T to belong to all clusters k
4: Define codebook as weighted centers of subsets of samples from T in each cluster where

weights are above scores (new center of cluster k : ck ∝
∑

i αi,k x i )
5: until Stop Criteria satisfied
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Maximum Likelihood Estimation (MLE)

Optimization criterion

Based on a dataset T = {x1, .., xN} infer the model that most likely produced the data
Express the likelihood of the data, given the standard i.i.d. assumption

p(T |θ) = p(x1, .., xN |θ) =
N∏

i=1

p(x i |θ) = L(θ|T )

MLE principle : choose θ̂ = arg maxθ L(θ|T )
Solving requires setting the gradient to 0

Analytical solution
Iterative algorithms (gradient, EM, ...)
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Coupling variables in optimization

The probabilistic view of KMeans : Gaussian mixture model

Assume data have been generated by a Gaussian mixture (with K components)

p(x |θ) =
∑K

k=1 pi × p(x |θk ) with : p(x |θk ) = 1√
2Πσk

e
− (x−µk )2

σ2
k

How to estimate all parameters {(pk , µk , σk ), k = 1...K} ?
⇒ Expressing the log-likelihood (noted ll)
ll(θ) =

∑N
i=1 log p(x |θ) =

∑N
i=1 log

∑K
k=1 pi × p(x |θk )

Not so easy to implement (entangled parameters) ! ! !
While assuming knowledge of hidden variables hi would yield (noting complete ll as cll)

⇒ Parameters are decoupled in separated terms and may be optimized independently

cll(θ) = log p(T ,H|θ) = log p(T |H, θ) + log p(H|θ)

=
N∑

i=1

log p(x i , hi |θ) =
N∑

i=1

log p(x i |hi , θ) +
N∑

i=1

log p(hi |θ)

EM algorithm brings a solution when hidden variables are missing

T. Artières with QARMA (ECM - LIS / AMU ) Data Science 3 novembre 2019 16 / 36



EM mechanics

Likelihood

What we want to optimize : ll(θ) =
∑

i log p(x i |θ) =
∑

i log
∑

hi p(x i , hi |θ)

We may rewrite :

log p(x |θ) = log
∑

h

q(h|x)
p(x , h|θ)
q(h|x)

≥
∑

h

q(h|x) log
p(x , h|θ)
q(h|x)

⇒ ll(θ) ≥
∑

i

∑
hi

q(hi |x i ) log
p(x i , hi |θ)
q(hi |x i )

def= J(q, θ)

Because of Jensen inequality with f convex (reciproqual result for concave case)

∀λj ≥ 0 s.t.
∑

j

λj = 1,f (
∑

j

λj xj ) ≤
∑

j

λj f (xj )

f [Ex [x ]] ≤ Ex [f (x)]
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EM mechanics

Likelihood

Rewriting :

J(q, θ) =
∑

i

∑
hi

q(hi |x i ) log
p(x i , hi |θ)
q(hi |x i )

≤ ll(θ)

Then J(q, θ) is a lower bound of ll(θ)
We are looking for the tightest lower bound of ll(θ)

Actually we may find q such that J(q, θ) = ll(θ)
Choosing q(hi |x i ) = p(hi |x i , θ) = p(hi |x i ,θ)

p(x i |θ)

⇒
∑

hi

q(hi |x i ) log
p(x i , hi |θ)
q(hi |x i )

=
∑

hi

p(hi |x i , θ) log
p(x i , hi |θ)
p(hi |x i , θ)

= log p(x i |θ)
∑

hi

q(hi |x i , θ) = log p(x i |θ)

Hence with qposterior = p(hi |x i , θ) : J(qposterior , θ) = ll(θ)
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EM mechanics

EM (iterative) algorithm

At iteration t, we note current parameters
θt :
We note l(θ, θt ) = J(qposteriort , θ)

with qposteriort : q(hi |x i ) = p(hi |x i , θt )

Wrapping it up

l(θ|θt ) ≤ ll(θ)
l(θt |θt ) = ll(θt )
⇒ ll(θt ) ≤ maxθ l(θ|θt ) ≤ ll(θ)
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EM Algorithm

Algorithm 6 EM
1: Initialize parameters θ0

2: repeat
3: E-Step : Compute qt+1 = qposterior
4: M-Step : θt+1 = arg maxθ l(θ, θt )
5: until Convergence
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EM mechanics

Auxiliary function

At iteration t, we actually look to maximize Q(θ, θt ), with

Q(θ, θt ) =
∑

i

[∑
hi

p(hi |x i , θt ) log p(x i , hi |θ)

]

Same maximization problem as l(θ, θt ) since l(θ, θt ) = Q(θ, θt ) + H[qPosteriort ]
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EM Algorithm : alternative view

Algorithm 7 EM
1: Initialize parameters θ0

2: repeat
3: E-Step : qt+1 = arg maxq J(q, θt )
4: M-Step : θt+1 = arg maxθ J(qt+1, θ)
5: until Convergence
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EM variants

Main variants to account for specific settings

Classifying EM (CEM)
Hard decision in the E-Step : e.g. KMeans
Does converge but not to the same solution

Generalized EM
Maximizing l(θ|θt ) might no be so easy
Increasing l(θ|θt ) over l(θt ) is enough for convergence proofs

Variational EM
Approximate the l(θ|θt ) because it might too hard to optimize
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Latent variable models

Kmeans is a latent variable model :

It assumes a latent factor explaining the data and aims at learning it
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Latent variable models

T. Artières with QARMA (ECM - LIS / AMU ) Data Science 3 novembre 2019 26 / 36



Latent variable models

A series of models for explaining text data (and more)

Going further one may try to discover many (more or less independent) latent variables fro
the data. Many applications

Author expertise and Topics discovery from collaborative scientific papers
Exploring the Enron case
...

Many models
Probabilistic Latent Semantic Analysis (PLSA)
Latent Dirichlet Allocation (LDA)
Author Topic Models
...
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At the begining : the Unigram model

Basic model

To learn densities over text documents (combinatorial problem), assumptions are required
Strong assumption : All words in a document are independent ! A document is a distribution
over the dictionnary
Leads to simple models that are easily learnable but not much useful

p(W |dθ) =
∏

i=1...Nd

p(wi |θ)

where W stands for the words in d , and d is seen as a distribution over documents !

Generation process

Choose (sample) a length Nd

Repeat Nd times
Generate a word with p(.|θ)
defined on the vocabulary
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PLSA

Introducing latent variables for topics

A document is a distribution on topics
A topic is a distribution on words of the vocabulary
Leads to more useful models

p(d |θ) =
∏

i=1...Nd

∑
z

p(z|d)× p(wi |θz )

Application : Given a set of texts learn (in an unsupervised way) simultaneously the various
topics the set of documents deal with, and the topics that are discussed in each of the
document.

Generation process

Choose (sample) a length Nd

Repeat Nd times
Generate a topic with
distribution p(z|d)
Generate a word with topic
z, according to distribution
p(.|θz )
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Comparing V.L. models

In terms of assumptions on the generation process
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LDA

Extending PLSA

PLSA is not actually a generative model of documents
LDA extends PLSA by adding priors on distributions
For convenience, we use Dirichlet priors (with parameter α and β), because posteriors may
be computed analytically.
Learning (for LDA and hereafter models) : EM or, preferred, Gibbs sampling
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Author Topic Models

Main idea

Encode in the model what we want to discover
Main assumptions

Authors have dedicated topics where they are specialists
Documents may deal with various topics
In multiauthors documents each word is written by one of the author
A topic is a distribution on the words in the vocabulary
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Author Topic Models

Model and generation
process
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Author Topic Models on Citeseer
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Author Topic Models on Citeseer
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Beyond author Topic Models
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Results on the Enron dataset
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