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Outline

o Basics
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Unsupervised learning

Setting
@ You are given a training set of N samples T = {x!,...,xV,Vi,x’ € X} = without any
supevision
@ The question is : what can you say about the data?

@ Useful setting : most often gathering labeled data is long / expensive / impossible

What to do

@ Clustering : identify few typical samples

@ Density estimation : learn p(x) (e.g. fit a Gaussian distribution... or a more complex one)

@ Identify factors of variations that explain the data (at a finer level than clustering)

T. Artieres with QARMA (EcM - LIS / Amu ) T 3 novembre 2019 4 / 36



Unsupervised learning

Discriminative Generative

Clustering : An ill posed problem ?

@ Somehow the methods are designed to learn some specific something, so will learn it...

@ Hard to evaluate the goodness of a solution!
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Outline

e KMeans
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Clustering

Objectif
@ Find similarities between data i.e. cluster, group
@ What for?

o Identify typical user profiles = allow personalization
e From continuous to discrete (quantization) simplifies model learning, relax hypothesis
etc

@ But : it is a combinatorial problem

o 14 samples in 4 categories = 10 millions different clusterings.
o Clustering algorithmes rely on hypothesis on the data distribution

Original unclustered data Clustered data
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Clustering

Hypothesis based algorithms

For instance : A cluster has an isotropic distribution

= Implementation : Cluster samples by their distance wrt. a limited set of centers of

clusters partitions (a codebook)

The codebook defines the clustering : A sample belongs to a cluster according to its nearest

neighbor in the codebook

Quality criterion : vazl Ix" — p(x))||

o where p(x') is element in the codebook which is the closest to x
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Clustering

Hypothesis based algorithms

@ For instance : A cluster has an isotropic distribution
@ = Implementation : Cluster samples by their distance wrt. a limited set of centers of
clusters partitions (a codebook)
@ The codebook defines the clustering : A sample belongs to a cluster according to its nearest
neighbor in the codebook
. . . . N i N2
@ Quality criterion : Zi:l [Ix" — p(x")||

o where p(x') is element in the codebook which is the closest to x
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But not always
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Clustering

Hypothesis based algorithms

@ For instance : A cluster has an isotropic distribution
@ = Implementation : Cluster samples by their distance wrt. a limited set of centers of
clusters partitions (a codebook)
@ The codebook defines the clustering : A sample belongs to a cluster according to its nearest
neighbor in the codebook
. . . . N i N2
@ Quality criterion : Zi:l [Ix" — p(x")||

o where p(x') is element in the codebook which is the closest to x

Other hypothesis lead to different algorithms and quality criterion

@ In unsupervised learning you have to give something = you need an hypothesis from which
you may derive an algorithm
@ Alternative hypothesis : Two samples that are close are likely to belong to the same cluster

o = Propagation methods
@ Alternative hypothesis : Frontiers between clusters lie in low density areas

o ...
v
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KMeans : a best seller

Algorithm 1 KMeans

Input: Codebook size K
Input: Dataset T of N samples in X
1: Initialize a codebook of K elements in X
2: repeat
3. Determine clusters for all x' in T
4. Define codebook as centers of subsets of samples from T in each cluster
5: until Stop Criteria satisfied
6: return Codebook

Kmeans Algorithm

Isotropic cluster distribution assumption
@ Size K is set by hand

o Hierarchical (ascendent or descent) algorithms

Requires a good initialization (convergence to a local minima)

Dependent on the distance used

Many variants
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KMeans in action

Along iterations

[ (9@ m M
Choosing K
K-means msmmg on the digits dataset (PCA-reduced data) K-means clustering on the digits dataset (PCA- mdu(-d data) Kmeans clustering on the digits dataset (PCA-reduced data)
ds are marked with white cross Centrods are marked with white cro: Cuntiokis 8o marieed with Whits crois
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KMeans as an instance of the EM algorithm

Algorithm 2 EM like algorithm

Input: Observed uncompletly observed dataset T of N samples in X, T = {x!,..x"}.
Input: There exists hidden (unobserved) information for every sample h', with H =
{h',...hA"}, such that learning the model with joint knowledge of T and H would
be trivial.
Initialize model parameters W
repeat

Infer H, a guess on H given T and W

Set W through learning from complete (approximated) data (T, H)
until Stop Criteria satisfied

LA A

Kmeans instance

@ If the hidden variable (partition indicator) h' € {1,.., K} was known for every x' € X,
learning the codebook would be trivial

@ Every iteration one uses the learned parameters (the codebook) to infer a guess on H
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KMeans as an instance of the EM algorithm

Standard (Soft) EM algorithm

@ Actually there is uncertainty on the hidden variable

@ Rather than hard assignment to e.g. the most likely A, one infers the distribution on H on
the E-step, and uses these distribution in the M-step

Algorithm 3 EM like algorithm

Input: Observed uncompletely observed dataset T of N samples in X, T = {x!,..x"}.
Input: There exists hidden (unobserved) information for every sample h', with H =
{h',...hA"}, such that learning the model with joint knowledge of T and H would
be trivial.
Initialize model parameters W
repeat
Infer a distributiongy on H, given T and W
Set W to the model through learning from data T and considering the distribution
on Qu
5: until Stop Criteria satisfied

E A A
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Hard and soft KMeans algorithm

Algorithm 4 Hard KMeans

Input: Codebook size K
Input: Dataset T of N samples in X

1: Initialize a codebook of K elements in X’

2: repeat

3:  (hard) Assign clusters for all x' in T given codebook
4

5

Define the new codebook as centers of subsets of samples from T in each cluster
. until Stop Criteria satisfied

Soft version takes into account uncertainty on clusters assignment

Algorithm 5 Soft KMeans

Input: Codebook size K
Input: Dataset T of N samples in X
1: Initialize a codebook of K elements in X’

2: repeat )
3:  Assign scores a;j k (e.g. likelihoods) for all x' in T to belong to all clusters k
4 Define codebook as weighted centers of subsets of samples from T in each cluster where

weights are above scores (new center of cluster k : ¢; Zi a,-ykx" )
5: until Stop Criteria satisfied
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Maximum Likelihood Estimation (MLE)

Optimization criterion

@ Based on a dataset T = {Xl7 ..,XN} infer the model that most likely produced the data

@ Express the likelihood of the data, given the standard i.i.d. assumption
N

p(T10) = p(x*, ... xM10) = [ [ p(x'10) = L(61T)
i=1

@ MLE principle : choose § = arg max, L(0]T)
@ Solving requires setting the gradient to 0

o Analytical solution
o lterative algorithms (gradient, EM, ...)
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Coupling variables in optimization

The probabilistic view of KMeans : Gaussian mixture model

@ Assume data have been generated by a Gaussian mixture (with K components)
(=)
o2

K .
p(xI6) = SO, pi X p(xI04) with : p(xl04) = —e

@ How to estimate all parameters {(px, pik, k), k = 1..K}?
@ = Expressing the log-likelihood (noted /)
1(0) = 31 log p(x|0) = S log SO0, pi x p(x[6k)
o Not so easy to implement (entangled parameters)!!!
@ While assuming knowledge of hidden variables h’ would yield (noting complete /I as cll)
o = Parameters are decoupled in separated terms and may be optimized independently

cli(6) = log p(T, H|8) = log p(T|H, 6) + log p(H]6)

N N N
= logp(x', H10) = > "log p(x'|1,0) + > _ log p(H'|6)
i=1 i=1 i=1

@ EM algorithm brings a solution when hidden variables are missing
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EM mechanics

Likelihood

@ What we want to optimize : //(§) = Ei log p(x'|0) = Zi log Zh, p(x’, hi|0)

@ We may rewrite :

log p(x|0) = 'ngq(hl h| )) > " aq(hlx) log P A19)
h

q(hlx)
:>” 9)>ZZ hl|X)| p(?hlr!f)dﬁ (q70)

@ Because of Jensen inequality with f convex (reciproqual result for concave case)

£(a)

o)} /

E[f(X
BEX)| oo :
l i
a EIX] b

v
T. Artitres with QARMA (ECM-Lis / AMU ) 3 novembre 2019 17 / 36

WA 05t > N =10 ) <Y Nf(x)
j j j

f [Ex[x]] < Ex[f(x)]




EM mechanics

Likelihood

@ Rewriting :
J(q,0) ZZ (h]x') log p()(<h’|h"§)_ 1(6)

@ Then J(q,0) is a lower bound of //(9)
@ We are looking for the tightest lower bound of //(6)
o Actually we may find g such that J(q, 9) = 1I(0)

o Choosing q(hi|x’) = p(h'|x',0) = %
p(x, hi|0) p(x', h'|0)
= > a(h'|x’)log == p(h'Ix',0) log e
> w2 P70

= log p(x'|6) Z q(h'|x",8) = log p(x'|6)

hi

o Hence with gposterior = P(hf|xi7 9) : J(qposterion 9) = ”(0)
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EM mechanics

EM (iterative) algorithm Wrapping

@ At iteration t, we note current parameters
015 .

@ We note /(0, Gt) = J(qPosteriorta 0)
o with gposterior; q(hi|Xi) = p(hi‘xi79f)

it up

o 1(6]6:) < 11(6)
[*] I(9t|0t) = /I(Gt)
o = /l(6:) < maxg I(66:) < II(6)

11(6) = logp(X16)

"(9xu)
1(67+116%) \
1(6%) = 1(8¢]6%) \
X
11(6)
1816%
1) (616"

Ht gt+l

1(616%)
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EM Algorithm

Algorithm 6 EM

1: Initialize parameters §°

2: repeat

3. E-Step : Compute ¢""! = Gposterior
4

5

M-Step : 6! = arg max, (6, 6;)
until Convergence

11(6) = logp(X16)

ney 1(6l6%
167116

1(6%) = (8r]6*
1(6)

1(616%)

11(6) (16"

ot gttt
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EM mechanics

Auxiliary function
@ At iteration t, we actually look to maximize Q(0,6;), with
Q(0,0:) =Y | > p(h'|x',0:) log p(x', h']6)
hi

i

@ Same maximization problem as /(6,0;) since /(6,0:) = Q(6,0:) + H[qposterior,]
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EM Algorithm : alternative view

Algorithm 7 EM

1: Initialize parameters §°

2: repeat

3 E-Step: g™ =arg max, J(q,0")

4 M-Step : """ = arg max, J(q""*, 0)
5. until Convergence

asf

ARV A EC TS
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EM variants

Main variants to account for specific settings

o Classifying EM (CEM)

o Hard decision in the E-Step : e.g. KMeans
o Does converge but not to the same solution

@ Generalized EM

e Maximizing /(0]6:) might no be so easy
o Increasing /(6]6:) over I(6:) is enough for convergence proofs

@ Variational EM
o Approximate the /(6]6:) because it might too hard to optimize
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Outline

e Latent Variable models
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Latent variable models

Kmeans is a latent variable model :
@ It assumes a latent factor explaining the data and aims at learning it J

T. Artieres with QARMA (EcM - LIs / Amu ) T 3 novembre 2019 25 / 36



Latent variable models

Plate Notation for Graphical models

e Nodes are random variables

e Edges denote possible dependence
e Observed variables are shaded

e Plates denote replicated structure
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Latent variable models

A series of models for explaining text data (and more)

@ Going further one may try to discover many (more or less independent) latent variables fro
the data. Many applications

o Author expertise and Topics discovery from collaborative scientific papers

o Exploring the Enron case
o ...

@ Many models

Probabilistic Latent Semantic Analysis (PLSA)
Latent Dirichlet Allocation (LDA)
Author Topic Models
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At the begining : the Unigram model

Basic model

@ To learn densities over text documents (combinatorial problem), assumptions are required

@ Strong assumption : All words in a document are independent! A document is a distribution
over the dictionnary

@ Leads to simple models that are easily learnable but not much useful

pwido) = T] p(wilo)

i=1...Ny

@ where W stands for the words in d, and d is seen as a distribution over documents!

P(ws]d)

Docur;\entd/>

Generation process

Word simplex

@ Choose (sample) a length Ny

@ Repeat N, times pwsld)
1

o Generate a word with p(.|6)
defined on the vocabulary

P(w,|d)
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PLSA

Introducing latent variables for topics

A document is a distribution on topics

A topic is a distribution on words of the vocabulary

Leads to more useful models

pal)= T D r(zld) x p(wil6:)
= Ny z

Application : Given a set of texts learn (in an unsupervised way) simultaneously the various
topics the set of documents deal with, and the topics that are discussed in each of the
document.

Generation process

@ Choose (sample) a length Ny
Word simplex
@ Repeat N, times ‘

o Generate a topic with
distribution p(z|d)

o Generate a word with topic
z, according to distribution "
p(-162) " '
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PLSA

Introducing latent variables for topics

A document is a distribution on topics

A topic is a distribution on words of the vocabulary

Leads to more useful models

pal)= T D r(zld) x p(wil6:)
i= Ny z

Application : Given a set of texts learn (in an unsupervised way) simultaneously the various
topics the set of documents deal with, and the topics that are discussed in each of the
document.

Generation process

@ Choose (sample) a length Ny Document

Corpus
level

. level
@ Repeat Ny times ’

o Generate a topic with N Boxes represent
distribution p(z|d) @ Pzld) ©) P(w|z) ) repeated

o Generate a word with topic Ng sampling
z, according to distribution

p(.102)
v
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Comparing V.L. models

In terms of assumptions on the generation process J

wooN

(a) unigram

o1

M

(b) mixture of unigrams

t - w

d

(c) pLSLaspect model
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LDA

Extending PLSA

PLSA is not actually a generative model of documents

LDA extends PLSA by adding priors on distributions

@ For convenience, we use Dirichlet priors (with parameter a and ), because posteriors may
be computed analytically.

Learning (for LDA and hereafter models) : EM or, preferred, Gibbs sampling

Document
specific topics
distribution

Topic
distribution over
words
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Author Topic Models

Main idea

@ Encode in the model what we want to discover
@ Main assumptions

Authors have dedicated topics where they are specialists

Documents may deal with various topics

In multiauthors documents each word is written by one of the author
A topic is a distribution on the words in the vocabulary

Topic proportions and

Topics Documents X
assignments

gene 6.04
dna 82
genetic 0.01

con
H

=51

Stripping down. © 1
meteof the

data 0.82
number  6.82
computer 8.81

—
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Author Topic Models

Uniform
distribution of
documents over

Author

Distribution of
authors over
topics

Model and generation
process ,

Topic
distribution
ver words
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Author Topic Models

Given the set of
co-authors:

1. Choose an author

Model and generation @7

K
process

@

2. Choose a topic
given the author

@@ w 3. Choose a word

given the topic
N, P
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Author Topic Models on Citeseer

[AUTHI=Scholkopf_B ( 6%, 31%)]
[AUTH2=Darwiche_A (72%, 28%)]

A memod‘ is described which like the \eu»\’ mck‘ in support’ vector' machmes‘ vaJ lets us generalize distance’
feature input’ ‘This is done by
h‘knhlymg aclass of kemels' which can b< upm:n ted as norm' based” dNan(\‘\ in Hilbert spaces It ' out that

n kernel " algorithms such as SVMs' and kernel' PCA! are actually really distance’ based? algorithms and can be
un’ wu): that class of kernels' 100 As well as providing' a useful new insight' into how these algorithms work the
present” work can form the basis' for cong algorithms

‘This paper presents” acomprepensive approsch o modef” based” diagnosis” seichincludes proposals
characterizing and comput ferred” diagnoses? assuming that the system angllbnled witha
system” structure’ P eraph” explicating he inerconnections between sysum mmponenu Specifically we
firstintroduce the notion of 3 conseg

characterizes all consistency” bdsed diagnoses” and show” that «undzrd :haramnuuom u!dmgnms such as
minimal conflicts

on the consequence” known as mg,nmn ormal form NN and dicuss 6 i compared to mdam variations
“Third we introduce a basic algorithm” for NNE ¥ description We
show that ifthe system? siructure® docs not conlain cycles” then there mlwaynhnw size consequence” in NNF
‘which can be computed in linear time* For arbitrary’ system’ structures” we show a precise connection hv:lwccn the

f computing’ consequences.and the topology of the underlying system” siructure” Finaly we prese
iagnoses” characterized by a consequence” The algorithm is s shown! to take
f the pr i ‘general conditions

linear time? in the size” of
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Author Topic Models on Citeseer

AcemmATM  nanan
T. Artiéres with QARMA (ECM - LIS / AMU

Pl e G|

ToPiC 85 ToPIC 203 ToPiC 28 TOPIC 58
WORD PROE. WORD PROE. WORD PROG. WORD PROB.
PATTERNS 0.1865 USER 03200 MAGNETIC 00165 METHODS 06318
PATTEAN  0.1021 INTERFACE 01378 STARS 00145 METHOD  0.1403
MATCHING 01375 USERS 0.1060 SOLAR 00135 TECHNICUES  0.0442
MATCH 0.0387 INTERFACES 00408 EMISSION 00127 DEVELOPED  0.0216
TEXT 0.0242 SYSTEM 00434 MASS 00125 APPLIED o.oi162
PRESENT 0.0207 INTERACTION 00296 OBSERVATIONS 00120 BASED 0.0153
MATCHES 0.0167 INTERACTIVE 00214 STAR 00118 APPROACHES 0.0133
PAPER 0.0128 UsSABILITY o2 RAY 002 COMPARE oona
SHOW 0.0124 GRAPHICAL 00082 GALAXIES 00105 PRACTICAL  0.0112
APPROACH 0.0009 PROTOTYPE 0.00e8 OB8SERAVED 0.0008 STANDARD o002
AUTHOR  PROB. AUTHOR  PROB. AUTHOR  PROB. AUTHOR  PROB.
Naamm G Q.01 Snnacomman @ 0.0061 Facka H 00140 Srnvesan A 0.0018
Amir A 0.0009 Raulerberg M 0.0048 Lnsy J  0.00€2 Mooney R 0.0018
Casianiec L 0.0062 Hamson M 0.0025 Duler B 00T Owren @ 0.0018
DawaYaes A 0.0048 Winlwariar W 00024 Knapp G 0.0067 Wamow T 0.0016
Daker @ 0.042 Adissono L 0.0021 Djokman K 0.0065 Ferssl D 0.0016
Arigmm S 0.0041 Disus D 00019 Kundu M 0.0060 Goosil S 0.0014
Crochemore M 0.0087 Caaci T 0007 Chrisiensan-D_J  0.0067 Saad ¥ 0.0014
Ryttar W 0.0084 stR 00017 MusulE K 00064 Hansan_J 0.0013
Raffinct M 0.0032 Pcad A 00016 Cramer S 0.0061 hang Y 0.0013
Ukkonen E 0.0032 [ Zukarmen |  0.0016 | | MNagar N 0.0060 | Diattarich T 0.0013

TOoPC TOPIC 68 TOPIC 298 TOPIC 139
WORD PROE. WORD PAROE. WORD PROB. WORD PROB.
DATA 01622 PROGADLISTIC 00069 RETRIEVAL 01208 QUERY 0.1408
MINING 0.0857 BAYESIAN 00791 INFOAMATION 00613 QUERIES 0.0047
DISCOVERY  0.0408 PROBABLITY 00740 TEXT 00461 DATABASE  D.0832
ATTRIBUTES 0.0343 MODEL 00533 DOCUMENTS 00385 DATABASES 0.0458

—
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Beyond author Topic Models

Latent Dirichlet Allocation Author Model Author-Topic Model  Author-Recipient-Topic Model
(LDA) (Multi-label Mixture Model) (AT) (ART)
[Blei, Ng. Jordan, 2003] [McCallum 1999]  [Rosen-Zvi, Griffths, Steyvers, Smyth 2004] [This paper]
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Results on the Enron dataset

Topic 5 Topic 17 Topic 27 Topic 45
“Legal Contracts” | “Document Review™ “Time Scheduling™ “Sports Pool”
section 0.0299 | attached 0.0742 | day 0.0419 | game 0.0170
party 0.0265 | agreement 0.0493 | friday 0.0418 | draft 0.0156
language 0.0226 | review 0.0340 | morning 0.0369 | week 0.0135
contract 0.0203 | questions 0.0257 | monday 0.0282 | team 0.0135
date 0.0155 | draft 0.0245 | office 0.0282 | eric 0.0130
enron 0.0151 | letter 0.0239 | wednesday 0.0267 | make 0.0125
parties 0.0149 | comments 0.0207 | tuesday 0.0261 | free 0.0107
notice 0.0126 | copy 0.0165 | time 0.0218 | year 0.0106
days 0.0112 | revised 0.0161 | good 0.0214 | pick 0.0007
include 0.0111 | document 0.0156 | thursday 0.0191 | phillip 0.0005
M.Hain 0.0549 | G.Nemec 0.0737 | J.Dasovich 0.0340 | E.Bass 0.3050
J.Steffes B.Tycholiz R.Shapiro M.Lenhart
J.Dasovich  0.0377 | G.Nemec 0.0551 | J.Dasovich 0.0289 | E.Bass 0.0780
R.Shapiro M.Whitt J.Steffes P.Love
D.Hyvl 0.0362 | B.Tycholiz 0.0325 | C.Clair 0.0175 | M.Motley 0.0522
K.Ward M. Taylor M.Grigsby
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ESaﬁ R.Sanders

o)
“Operations” “Government Relations™ “Wireless”

operations  0.0321 state 0.0404 | blackberry  0.0720
team 0.0234 california 0.0367 | net 0.0557
office 0.0173 power 0.0337 | www 0.0409
list 0.0144 energy 0.0239 | website 0.0375
bob 0.0129 electricity 0.0203 | report 0.0373
open 0.0126 davis 0.0183 | wireless 0.0364
meeting 0.0107 utilities 0.0158 | handheld 0.0362
gas 0.0107 commission 0.0136 | stan 0.0282
business 0.0106 governor 0.0132 | fyi 0.0271
houston 0.0009 1 prices 0.0080 | named 0.0260
S.Beck 0.2158 | J.Dasovich 0.1231 | J.Dasovich 0.3338 | R.Haylett 0.1432
L.Kitchen J.Steffes R.Shapiro T.Geaccone

S.Beck 0.0826 | J Dasovich 0.1133 | J.Dasovich 0.2440 | T.Geaccone 0.0737
J.Lavorato R_Shapiro J Steffes R.Haylett

S.Beck 0.0530 | M.Taylor 0.0218 | J.Dasovich 0.1394 | R.Haylett 0.0420
S.White D.Fossum
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