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3Institut rhône-alpin des systèmes complexes, IXXI, Lyon, France

1st March 2017

Abstract

This paper focuses on Boolean automata networks and the updat-
ings of automata states in these networks. More specifically, we study
how synchronous updates impact on the global behaviour of a network.
On this basis, we define different types of network sensitivity to syn-
chronism, which are effectively satisfied by some networks. We also
relate this synchronism-sensitivity to some properties of the structure
of networks and to their underlying mechanisms.
Key words: Boolean automata networks; sensitivity to synchronism;
asynchronous transition graph; elementary transition graph; time in
interaction systems

1 Introduction

Informally, automata networks are networks of interacting entities, the auto-
mata, whose discrete states evolve locally over discrete time. The origins of
automata networks can be traced back to the introduction of formal neural
networks [19] and cellular automata [32]. Later, in the 1980’s, a thriving
line of researches significantly contributed to sustaining interest in these ob-
jects [5, 12, 24]. In particular, Robert raised the problem of organising in
time the updatings of automata states in his seminal book [24]. The more
general definition of (finite) automata networks that is used today owes to
these theoretical researches as well as to a biological lineage that applied
automata networks to the modelling of genetic regulation networks [16, 28].

This dual legacy results in two very close standpoints that can be taken
to consider automata networks and to motivate their study: the first one
is computation-oriented, the second one is modelling-oriented. Notice that
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these two standpoints give reasons to impose states of automata to take
Boolean values. Indeed, on the one side, Boolean automata networks (BANs)
have been proven to be Turing-complete, when they are of infinite size (i.e.,
composed of an infinite number of automata). A nice proof of this result is
presented in [12]. As a consequence, our decision to work on BANs is not
a restriction from this point of view because, even in the finite case, any
discrete interaction network can be simulated by a BAN of larger size. On
the other side, their ability to model genetic regulation networks, highlighted
from the end of the 1960’s, comes notably from the intrinsic Boolean nature
of genes, that can be expressed or not, depending on whether they are
transcripted or not in messenger RNAs.

Beyond this classical view that comes from a molecular biology approach,
let us add that our choice to study BANs rather than multi-valued automata
networks is wilful. It directly comes from the first elementary problems that
arise from our chosen stance which are more concerned by (the possibilities
of) changes than the nature of changes. Clearly, we are more interested in
the ability and the effectivity of any automaton to change state than in the
fact that it changes state from a value v1 to a new value v2.

In this paper, in lines of Robert, we address the question of how much
impact the organisation in time of automata updates in monotonic BANs
has on their (asymptotic) dynamics. In particular, basing ourselves on the
classical non-deterministic asynchronous updating mode, the main contri-
butions of this paper consists of:

• showing that adding synchronism, even a very little quantity, can
drastically change the dynamical behaviour of monotonic BANs (this
part is based on [20]);

• showing conditions on the static features of monotonic BANs that are
necessary for them to be synchronism-sensitive.

In Section 2, we develop the two distinct standpoints mentioned above,
which participate in clarifying our motivations and in presenting some im-
portant literature elements. Then, Section 3 introduces all the useful defin-
itions, notations and preliminary remarks. It is followed by Section 4 that
presents the results obtained highlighting the influence of updating modes on
monotonic BANs: we first classify the different impacts that the addition of
one synchronous transition may have on monotonic BAN behaviours, and we
introduce the different sorts of possible synchronism-sensitivities and relate
them to some structural properties. The paper ends with a discussion that
both concludes on the work realised and opens on some of its perspectives,
notably on local non-monotonicity.
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2 Standpoints, motivations and state of the art

2.1 The computational standpoint

In a BAN, an automaton is a computing unit that takes as its input the
current states of its neighbours (i.e., automata that act on it) and that
gives as its output its own new updated state. An interesting fact is that
BANs originate finite automata, introduced by Kleene in [17] on the basis
of [19]. However, it is crucial to understand that an automaton does not
represent the same mathematical object according to the context. Indeed,
in our context, the view on BANs has made considering the network en-
tities themselves as automata and, for a given finite BAN, it is the global
evolution of its entities over time (i.e., the global dynamics of the network)
that is a finite automaton. This allows to put emphasis precisely on the
network of automata and on the computation that is performed globally by
it and, consequently, to relate some of its static / syntactic properties to its
dynamical / semantical ones. Thus, BANs are well suited to explore some of
the fundamental mechanisms that computation involves, especially mechan-
isms that can be expressed in terms of properties of the underlying network
structures [13]. They also particularly facilitate putting focus specifically on
the notion of change.

BANs are closely related to cellular automata. The main and most
current differences are that:

• the set of entities in a BAN is assumed to be finite (even if nothing
prevents studying infinite BANs) and

• no regularity is assumed in the set of transition rules assigned to its
entities, which induces notably that the structure of a BAN is not
necessarily a lattice but a digraph.

An interesting point is that (a)synchronism has already been the object of
some probabilistic studies in the context of cellular automata [4, 10, 18, 26].
However, in this context, perfect synchronism, classicaly called the parallel
updating, is considered as the reference to which a certain rate of asyn-
chronism is added. In this paper, on the contrary, we consider perfect
asynchronism as the reference and propose to determine the possible ef-
fects of a punctual addition of synchronism. Our contribution to researches
on (a)synchronism in cellular automata thus follows from these differences
and from the combinatorial approach that we propose to adopt to start
exploring the minimal, fundamental differences between synchronism and
asynchronism.

Here, our ultimate aim is to contribute to the understanding of how
the precise scheduling of events (local changes) in a system impacts on its
possibilities. As a preliminary exploration in these general lines, this paper
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proposes to start by determining whether synchronism – per se – in events
may impact on the global computation that is made by the system, and, if it
does, in what ways.

2.2 The modelling of interaction systems standpoint

BANs can also be seen as conceptual prototypes of interaction systems.
Here, we use the terms “interaction system” to refer to any system that can
potentially be defined as a set of interacting entities such that all events
that are possible in these systems (i) are caused exclusively by interactions
between entities of the system and (ii) correspond to state changes of these
entities. In a BAN, the entities / automata are predetermined: when up-
dated, their response to a given situation is invariable and predefined by
their transition rule. Although BANs are typically used to model neural
and genetic networks [3, 11, 12, 16, 19, 28], that is, interaction systems in-
volving entities and interactions of the same kind, generally, in one same
BAN, different automata may be made to represent entities of very different
kinds and statuses, and their state values may be assigned very different
meanings.

In these lines, let us highlight that since BANs are used to being regarded
as models of specific biological systems, they are often assigned applicative
purposes and scopes (more or less implicitly and distantly) whose intric-
acies often require to bypass theoretical complexity issues related to their
definition. In particular, the additional complexity brought by the different
possible ways of updating automata states has been dealt with in the past
by imposing restrictions on the updating mode (e.g. restrictions to the non-
deterministic asynchronous one [22, 23, 27, 29], the parallel one, or some
deterministic [1, 2, 8, 14] or probabilistic ones [9, 15, 25]).

Here, we make no prior restriction on the way automata states are up-
dated. Furthermore, instead of using the theoretical objects as tools to ad-
dress applicative problems, we propose on the contrary to take a fundamental
approach on the applicative objects that are covered under the terms “inter-
action systems”.

2.3 Synchronism

Importantly, let us also highlight that the notion of synchronism that we
propose to consider here is very distinct from that of simultaneity (whose
full meaning relies intrinsically on the notion of duration which is difficult
to account for consistently in such a discrete model). In the past, the con-
fusion between these two notions has often caused synchronism to be dis-
regarded altogether on the basis of great unlikeliness of simultaneity in real
systems. However, a synchronous transition of a BAN simply corresponds
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to the possibility of several events occurring rather than just one. It can
therefore most naturally be taken as the representation of the case where
several events occur close enough in time so as to disallow an intermediary
step in which automata could communicate, i.e. could become acquainted
with the actual network configuration and adapt their response to it. For
this reason, synchronism is an important notion essentially relating to the
modelling of time in the theoretical framework of BANs. Understanding the
impact of synchronism on BAN behaviours can thus possibly contribute to
the understanding of the specific role and influence of time (more precisely
of the organisation of events in time resulting from their relative durations
and speeds) in interaction systems.

3 Definitions, notations and preliminary remarks

3.1 Automata, states and configurations

By default, V = { 0, . . . , n−1 } denotes a set of n ∈ N Boolean automata. We
let B = { 0, 1 }. A configuration of V, or of a network N with automata set
V, is a Boolean vector x ∈ Bn whose component xi ∈ B represents the state
of automaton i ∈ V. In this paper, special attention is paid to switches
of automata states starting in a given configuration, so we introduce the
following notations:

∀x = x0 . . . xn−1 ∈ Bn,∀i ∈ V, x i = x0 . . . xi−1 ¬xi xi+1 . . . xn−1

and

∀W = W′ ] { i } ⊆ V, xW = (x i)
W′

= (xW′
)
i
.

To switch from Boolean values to signed values, we let s : b ∈ B 7→ b−¬b ∈
{−1, 1 }. Conversely, to switch from signed values to Boolean ones, we use
b : a ∈ {−1, 1 } 7→ (a + 1)/2 ∈ B. Also, to compare two configurations
x, y ∈ Bn, we use D(x, y) = { i ∈ V | xi 6= yi } and the Hamming distance
d(x, y) = |D(x, y)|.

3.2 Networks and mechanisms

A Boolean automata network (ban) N of size n ∈ N is a set of n Boolean
functions (cf. Figure 1 a):

N = { f i : Bn → B | i ∈ V }.

f i is the transition rule of, or mechanism executed by, i ∈ V. It predeter-
mines the possible behaviour of automaton i in each configuration x ∈ Bn.
More precisely, if i is updated in configuration x ∈ Bn, then its state switches
from xi to f i(x).
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N = { f 0, f 1 } where

∀x ∈ Bn,{
f 0(x) = x0 ∧ ¬x1
f 1(x) = ¬x0 ∧ x1

0 1

−

−
++

11

01

10

00

a. b. c.

Figure 1: a. A ban of size 2. b. Its signed structure (arcs (j, i) are labelled
by sign(j, i)). c. Its etg T which only differs from its atg Ta by 11 00.
This special case of F-impact is induced by a 11-critical, Hamiltonian cycle.
Its impact, precisely, consists in making reachable an unreachable attractor
of Ta (cf. Lemmas 3 and 4).

3.3 Structure and influences between automata

We introduce the sign of the influence of j ∈ V on i ∈ V in x ∈ Bn:

signx(j, i) =
f i(x)− f i(x

j)

xj − x j
j

= s(xj) · (f i(x)− f i(x
j)).

A(x) = {(j, i) ∈ V2 | signx(j, i) 6= 0} represents the set of influences of N
that are effective in x, which formally means that

∀i, j ∈ V, ∃x ∈ Bn, fi(x) 6= fi(x
j) ⇔ (j, i) ∈ A.

The structure (cf. Figure 1 b) of N is G = (V,A), where A =
⋃

xA(x)
represents the set of influences of N . V−(i) denotes the in-neighbourhood
of i ∈ V in G and deg−(i) = |V−(i)|. Furthermore, let us add that, with
no loss of generality, BANs considered in this paper are strongly connected
(otherwise, each strongly connected component – scc – is studied independ-
ently).

3.4 Monotonicity and signs

If ∀x ∈ Bn, signx(j, i) is constant when it is non-null, which is the case when
(j, i) ∈ A(x), then we define its non-null value to be sign(j, i). In particular,
for the only arc (j, i) incoming i such that deg−(i) = 1, sign(j, i) is defined.
Generally, if an arc (j, i) is signed and positive (i.e. if sign(j, i) = +1), then
the state of i tends to mimic that of j. If it is negative (sign(j, i) = −1), it
tends to negate it.

Here we assume that all arcs can be signed, which is equivalent to assum-
ing all f is to be locally monotonic in all components. Non-monotonicity is
a subject that we believe to be important in itself and that we have started
to study in [20, 21]. Although we focus only on locally monotonic BANs in
this paper, we mention local non-monotonicity again in the conclusion.
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Note also that the sign of a path in G is the product of the signs of
its arcs. Thus, a positive path globally transmits “information” directly
whereas a negative one transmits its negation.

3.5 Instabilities and frustrations

An automaton i ∈ V is unstable in x ∈ Bn if it belongs to the set

U(x) = { i ∈ V | f i(x) 6= xi }.

It is stable in x if it belongs to U(x) = V \ U(x). Stable configurations
x ∈ Bn are such that |U(x)| = 0. Lemma 1 below relates the concept of
instability with that of loops in interaction graphs.

Lemma 1 (loops). For any automaton i ∈ V, we have:

(i, i) ∈ A and sign(i, i) = +1 ⇔ ∃x ∈ Bn, i ∈ U(x) ∩U(x i),
(i, i) ∈ A and sign(i, i) = −1 ⇔ ∃x ∈ Bn, i ∈ U(x) ∩U(x i).

Proof. By the effectiveness of influences of BAN structures and the definition
of signed arcs, (i, i) is a positive (resp. negative) loop if and only if ∃x ∈
Bn, xi = 1 such that 1 = xi = fi(x) > fi(x

i) = x i
i = 0 (resp. 0 = x i

i =
fi(x) < fi(x

i) = xi = 1).

As we can see, the concept of stability applies to automata being given
a configuration. A natural idea is to have a similar concept for influences.
Thus, from [6, 30, 31], we derive the notion of a frustration for an influence.
Intuitively, given a configuration x, an influence (j, i) is said to be frustrated
if its isolated action on x would transform x in another configuration y 6= x.
More formally, an influence (j, i) ∈ A is frustrated in a configuration x ∈ Bn

if and only if it belongs to

FRUS(x) = { (j, i) ∈ A | s(xj) · s(xi) = −sign(j, i) }.

Notably, it can be checked that i ∈ U(x) ⇒ ∃j ∈ V−(i), (j, i) ∈ FRUS(x).
For instance, if we consider a BAN of size one. Let i be this automaton such
that it admits a negative loop. Whatever the configuration of this BAN, the
loop (i, i) is always frustrated, which is also true for any negative loop in any
BAN. Lemma 2 below highlights an interesting relation between frustrations
and instabilities. The proof mainly relies on the local monotonicity of the
mechanisms.

Lemma 2 (adding frustrations). Adding frustrated influences incoming an
unstable automaton cannot stabilise it. Formally, denoting V−(i) ∩ {j ∈
V | (j, i) ∈ FRUS(x)} by V−FRUS(x)(i), we have:

∀x, y ∈ Bn, i ∈ U(x) ∧
(
V−FRUS(x)(i) ⊆ V−FRUS(y)(i)

)
⇒ i ∈ U(y).
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Proof. By hypothesis of local monotonicity and because the input provided
by j to i is

bi
j(x) = b(sign(j, i) · s(xj)) =

{
xi if (j, i) /∈ FRUS(x)

¬xi otherwise
,

any transition rule fi can be written in conjunctive normal form as follows:

fi : x ∈ Bn 7→
∧
k<m

ck(x),

where each of the m disjunctive clauses ck(x) involves a certain subset Vi
k ⊆

V−i of the in-neighbours of i so that V−i = ∪k<mVi
k, and:

ck(x) =
∨

j∈Vi
k

bi
j(x) =

∨
j∈Vi

k
(j,i)∈FRUS(x)

¬xi ∨
∨

j∈Vi
k

(j,i)/∈FRUS(x)

xi.

Let x be an unstable configuration. By definition, x admits at least one
frustrated incoming influence (otherwise, it could not be unstable). Let
y ∈ Bn such that it admits at least one more frustrated incoming influence
than x. Since fi can be written as a conjunction of disjunctive clauses, it is
easy to check that the value of these clauses for y are necessarily the same as
for x. As a consequence, adding frustrated influences incoming an unstable
automaton cannot stabilise it.

3.6 Transitions and transition graphs

An elementary transition of a ban N is a couple of configurations (x, y) ∈
Bn × Bn, noted x y, satisfying D(x, y) 6= ∅ ⊆ U(x). It represents a
punctual event of N , defined by one or several state changes of its automata.
Let T = {x y | x, y ∈ Bn} be the set of elementary transitions of N .
In this framework, the punctual events experienced by a ban N correspond
precisely to punctual state changes of one or several of its automata. Thus,
T represents the set of all punctual events that N may be submitted to in
each of its configurations. The digraph T = (Bn,T) is called its elementary
transition graph (etg). It describes the behaviour of N , that is, all of its
possible evolutions (e.g. Figure 1 c).

The size of an elementary transition x y equals d(x, y). If d(x, y) = 1
(resp. d(x, y) > 1), then x y is called asynchronous (resp. synchronous)
and written x y (resp. x y). The set of asynchronous transitions is
noted Ta. The digraph Ta = (Bn,Ta) is called the asynchronous transition
graph (atg). It represents only those events that N can undergo which
involve only one local state change at a time. The transitive closures of

and are denoted by and . Paths in a transition
graph are called derivations and, abusing language, we speak of a derivation
x y or x y.
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4 Main results

4.1 Direct derivations and critical NOPE-cycles

A cycle of a ban N is a closed directed path of its structure G. Before we
go further, let us say that the study that follows leads us to pay particular
attention to specific cycles which are going to be proven necessary for BANs
to be sensitive to the adding of synchronism. We decided to call these
specific cycles critical cycles, whose definition follows. ∀x ∈ Bn, we say that
the cycle C = (VC,AC) is x-critical if AC ⊆ FRUS(x), which implies that
VC ⊆ U(x) (cf. Section 3.5) and it is critical if it is x-critical for some
x ∈ Bn (cf. Figure 1).

By definition of frustrated arcs, if C = (VC,AC) is x-critical, has length
` and sign s then

∏
(j,i)∈AC

−sign(j, i) = (−1)`×s =
∏

(j,i)∈AC
s(xj)·s(xi) =

1. This yields Proposition 1 below.

Proposition 1. A cycle that is critical is a nope-cycle, i.e. negative with
an odd length or positive with an even length.

We will also make specific use of the concepts of inclined and unwilling
configurations towards a given destination. The idea is that a configuration
x is inclined (resp. unwilling) towards another one y if it admits (resp. it
does not admit) an unstable automaton whose updating leads to a config-
uration x′ closer to y, in terms of Hamming distance. More formally, for all
configurations x, y ∈ Bn such that x 6= y, we say that x is inclined (resp.
unwilling) towards y if D(x, y) ⊆ U(x) (resp. D(x, y)∩U(x) = ∅). Also, let
x = x(0) x(1) . . . x(m− 1) y = x(m) be a derivation from
x to y. If ∀t < m, D(x(t + 1), y) ( D(x(t), y), this derivation is said to be
direct. It performs no reversed changes, i.e. ∀t < m, x(t)i = yi ⇒ ∀t < t′ ≤
m, x(t′)i = yi.

Proposition 2. Let x ∈ Bn be a configuration that is inclined towards
configuration y ∈ Bn. If there are no asynchronous derivations from x to
y then D(x, y) induces a nope-cycle that is x-critical. If D(x, y) does not
induce an x-critical cycle, then there is a direct asynchronous transition
from x to y.

Proof. Let us consider the digraph H = (D(x, y),FRUS(x) ∩ (D(x, y)×D(x, y))).
Let m be the number of SCCs of H and δ : D(x, y)→ { 0, . . . ,m− 1 } be a
structural ordering of the vertices of H defined as:

∀j, i ∈ D(x, y),

(j, i) ∈ FRUS(x) ⇒


δ(i) < δ(j) if j and i do not belong to

the same cycle in H,

δ(i) = δ(j) otherwise.
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Notice that, according to Lemma 2, increasing the number of frustrated arcs
incoming an unstable automaton cannot make this automaton stable. On
this basis, letting Dt = { i ∈ D(x, y) | δ(i) = t } and x(0) = x, an induction

on t < m proves that ∀t < m, x(t) x(t + 1) = x(t)
Dt

is a transition of
N because Dt ⊆ U(x(t)). Thus, x x(1) . . . x(m− 1) y is a
direct derivation which is asynchronous if H contains no nope-cycles.

Informally, Proposition 2 implies the following. When, punctually, m
local changes are possible in x, then, unless there is a nope-cycle of size m,
these m changes can be made asynchronously without risking a deadlock,
i.e. a situation in which some transitions would have transformed x into a
configuration x(t) from which y is not reachable anymore. And, if they can
indeed be made asynchronously, then they can be made without resorting
to any other changes which are not one of the m intended changes. The
next corollary derives from this and sets the backbone of the article. It
shows how critical cycles are the main structural aspects of a ban underly-
ing its possibility to perform synchronous changes that cannot be mimicked
asynchronously. First, let us say that x y is sequentialisable if it is asyn-
chronous or if it can be broken into a derivation involving smaller transitions
x′ y′, d(x′, y′) < d(x, y). A synchronous transition x y which is not
sequentialisable is called a normal transition and it is rather written x y.

Corollary 1. If x y is a normal transition, then D(x, y) induces a
nope-cycle which is x-critical.

Thus, in a ban with no nope-cycles of size smaller than m ∈ N, any
synchronous change affecting no more than m automata states can be totally
sequentialised. We now consider the special case where the only possible
critical cycles are Hamiltonian cycles.

Lemma 3. Let N be a ban whose critical cycles all have automata set
V. Then, either N has a unique normal transition x y, or it has two
x y and y x. In the first case, every i ∈ U(y) bears a positive
loop (i, i) ∈ A. In both cases, no asynchronous derivations can reach the
endpoints of these transitions.

Proof. Suppose that x y and x′ y′ are two normal transitions. Us-
ing Corollary 1, if y 6= x′, then D(x, x′) ( U(x) = V and D(x′, y) =
V \D(x, x′) ( U(x′) = V. In this case, x x′ y is a derivation of N
involving smaller transitions than x y, in contradiction with x y be-
ing normal. Thus, if x y is not the unique normal transition of N , then
the only other one is y x. For any normal transition z z′ = zV,

and ∀i ∈ V, z z′
i

is a transition of N . By hypothesis and by Co-
rollary 1, it is sequentialisable. Since z z′ is not however, this implies

that ∀i ∈ V, i ∈ U(z′
i
). Thus, the endpoint of any normal transition
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of N can be reached by no asynchronous derivations. And eventually,
since ∀i ∈ V, i ∈ U(y i), any i ∈ U(y) is such that sign(i, i) = +1 by
Lemma 1.

4.2 Impact of synchronous transitions

We call attractors the terminal sccs of a transition graph (abusing language
because it may be that an attractor doesn’t attract anything). Attract-
ors which are not induced by stable configurations (i.e. attractors that are
induced by several unstable configurations) are called complex attractors.

In the sequel, the atg Ta is taken as the reference transition graph to
which we consider adding a normal synchronous transition. We let Oa(x) =
{ y ∈ Bn | x y } denote the orbit of x ∈ Bn in Ta and Ba(x) = { y ∈
Bn | y x }. Aa(x) denotes the set of attractors that x can reach in Ta.
We say that a configuration x is recurrent when it belongs to an attractor and
we denote this attractor by [x]a (then, Aa(x) = { [x]a }). The attraction basin
of an attractor [x]a is Ba([x]a) = Ba(x)\[x]a [7]. Non-recurrent configurations
are called transient.

Let T+ = (Bn,Ta ∪ { (x, y) }) denote the transition graph obtained by
adding an arbitrary synchronous transition x y to Ta. We introduce
notations A+(x), B+(x), O+(x) and [x]+ relative to T+ similarly to those
introduced above for Ta. We say that an attractor A of Ta is destroyed by
x y if all its configurations are transient in T+. On this basis, it is
crucial to notice that the addition of x y to Ta can have several possible
consequences on the asymptotic evolutions of N that go through or start on
configuration x.

First of all, it is obvious that if x y is sequentialisable into asyn-
chronous transitions only, adding synchronism through it does not change
the asymptotic dynamical behaviour of N . The case where x y is se-
quentialisable and is such that the finest sequentialisation maintains one
(or more) normal transition(s) is dealt with in what follows. Indeed, from
now on and with no loss of generality, let us restrict the study to the case
where x y, whose every possible impact induced by its addition on the
asymptotic dynamical behaviour of N is listed below.

1. We say that (the addition of) x y has no impact on the asymptotic
evolution of N when:

– either x and y are transient in Ta and Aa(y) ⊆ Aa(x) = A+(x),

– or x is transient and y is recurrent in Ta and [y]a ⊆ Aa(x) =
A+(x),

– or x and y are both recurrent in Ta and belong to the same
attractor such that [x]a = [y]a.
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Then, the only impact of adding x y is the possible creation of a
shortcut between x and (one or several of) its attractors.

2. We say that transition x y has F-impact (cf. Figure 1) on the
asymptotic evolution of N if x is transient in Ta and A+(x) = Aa(x)∪
Aa(y) 6= Aa(x). Notice that F-impact stands for Freedom-impact.
Here, x y causes the growth of the attraction basins of all the
attractors of y, consequently adding degrees of freedom to the asymp-
totic outcomes of the evolutions that pass through x.

Actually, by adding synchronous transitions that have no impact or F-
impact, the sets of recurrent configurations of Ta and T+ remain identical.

3. We say that transition x y has D-impact (cf. Figure 2) on the
asymptotic evolution of N if:

– either x is recurrent and y is transient in Ta and such thatAa(y) 6=
Aa(x) = {[x]a},

– or x and y are both recurrent in Ta and such that [x]a 6= [y]a.

Notice that D-impact stands for Destruction-impact. In this case, the
addition of x y removes the complex attractor [x]a by emptying
it into the attraction basin of [y]a.

4. We say that transition x y has G-impact (cf. Figure 3) on the
asymptotic evolution of N when x is recurrent and y is transient in Ta
and Aa(y) = Aa(x) = [x]a. Notice that G-impact stands for Growth-
impact. The addition of x y to Ta causes attractor [x]a to absorb
all derivations from y to [x]a and grow into [x]+ = [y]+ without being
destroyed.

It can be checked that the four types of impacts listed above are disjoint
and cover all possible cases. Let us emphasise that with the addition of
(D-impact) synchronism, a recurrent configuration can become transient.
Conversely, the addition of (G-impact) synchronism can turn a transient
configuration into a recurrent one. However, synchronism cannot create
new attractors from scratch. Furthermore, merging attractors of the atg
requires more than one normal transition.

The addition of x y to the atg has no impact or F-impact when
x is transient in the atg (except in the very specific case where x and y
belong to the same attractor). To have significant impact, i.e. to change
the set of attractors of N (rather than just some of its evolutions towards
them), x y needs to have G- or D-impact. Considering Hamiltonian
critical cycles again as in Lemma 3, Lemma 4 below evidences that having
this sort of impact requires to embed critical cycles in a larger, structural
environment.
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∀x ∈ Bn,


h0(x) = x2 ∨ (x0 ∧ ¬x1)
h1(x) = x3 ∨ (¬x0 ∧ x1)
h2(x) = ¬x0 ∧ x1
h3(x) = x0 ∧ ¬x1

2 3

1

0

+

−

+

+

+

+

+

− −

−

0011

0010 0001

scc
{x ∈ B4 |x0 ∨ x1 = 1}

stable configuration
0000

Figure 2: Top left: mechanisms of banN ∗ = { hi | i ∈ V = {0, . . . , 3} }. Top
right: signed structure of N ∗. Bottom: reduced version of T+, which is the
transition graph obtained by adding the normal transition 1100 0000 to
the atg Ta of N ∗. The shaded ellipse corresponds to a scc which is terminal
in Ta but not in T+ nor in the etg T . This illustrates that 1100 0000
has D-impact on the asymptotic evolution of N ∗. It follows from Corollary 1
of Section 4.1 that this is essentially due to the positive cycle of length 2
induced by { 0, 1 } ⊆ V.

00110

00100 00010

scc
{x ∈ B5 |x0 ∨ x1 = 1 ∧ x4 = 0} 00000

00111

00101 00011

scc
{x ∈ B5 |x0 ∨ x1 = 1 ∧ x4 = 1} 00001

Figure 3: Reduced version of T+ obtained by adding normal transition
11001 00001 to the atg of N . N is the ban that is obtained from N ∗
(cf. Figure 2) as follows. A fifth automaton i = 4 ∈ V is added such that
f 4(x) = ¬(x0∨x1∨x2∨x3)∧¬x4, and we let f 0(x) = h0(x)∨(x4∧¬x1∧¬x3)
and ∀i ∈ { 1, 2, 3 }, f i(x) = hi(x). It can be checked that h0(x) 6= f 0(x) ⇒
x = 00001. 11001 00001 therefore has G-impact.
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Lemma 4. Let N be a ban with no normal transitions of size smaller
than its size n. Then, any transition x y either has no impact on the
asymptote of N or it has F-impact. In the latter case, y is stable and has an
empty basin Ba(y) = ∅ in the atg, and all automata of N have a positive
loop.

Proof. Let x y = xV. Notice that for all i ∈ V, there inevitably exists
a synchronous transition x y i, because D(x, y i) ⊆ U(x) = V. By
hypothesis, since there are no normal transitions of size smaller than n, this
synchronous transition is sequentialisable into asynchronous transitions and
we get that ∀i ∈ V, x y i. Thus, ∀z ∈ Bn, y z ⇒ x z. As a
consequence:

• either U(y) 6= ∅ in which case Aa(y) ⊆ Aa(x). In this case, x y
has no impact on the asymptotic behaviour of N ;

• or U(y) = ∅ and thus, y is stable. In this case, x y has F-impact.
Moreover, obviously y x does not exist. Consequently, Lemma 3
holds and Ba(y) = ∅ and ∀i ∈ V, sign(i, i) = +1.

4.3 Synchronism-sensitivity

Let us say that N has no synchronism-sensitivity if none of its normal trans-
itions has any impact (cf. Section 4.2), that it has little sensitivity if it admits
normal transitions with F-impact, and that it has significant sensitivity if it
admits normal transitions with significant impact, i.e. D- or G-impact.

Theorem 1. 1) Synchronism-sensitivity requires the existence of a crit-
ical cycle, and thus of a nope-cycle.

2) Significant sensitivity requires the existence of a critical cycle of length
strictly smaller than the ban size as well as of a negative cycle.

3) In the absence of a Hamiltonian nope-cycle and positive loops on all
automata, little sensitivity also requires a critical cycle of length strictly
smaller than the ban size.

Proof. 1) Synchronism-sensitivity requires a normal transition which re-
quires a critical nope-cycle by Corollary 1.

2) A normal transition x y with significant impact (cf. Section 4.2)
must be induced by a non-Hamiltonian critical cycle (cf. Lemma 4).
And since x must be recurrent, there must be a negative cycle to
induce the complex attractor [x]a [23].

3) By Lemma 4.
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Nb

− +

Na

−

+

+

−

+

i

j k

i

j k

i′i′

f i(x) = (¬xk ∨ ¬xj) ∧ xi′

f i′(x) = xk ∨ xj

f i(x) = xk ⊕ xj

f i′(x) = xk ∨ xj

Figure 4: In the monotonic ban Na, if the state change of i′ occurs before
that of i in all x ∈ B4, then, i takes state f 0(xj , xk, f i′(x)) = xj ⊕ xk.
Imposing systematically the immediate precedence of i′ state changes over
i state changes makes the mechanism f i ∈ Na of i non-monotonic. As a
result, Na behaves like the non-monotonic ban Nb.

5 Conclusion and perspectives

We have evidenced that synchronism in itself may impact significantly on
the asymptotic behaviour of a network. It cannot only modify transient
behaviours and make attractors grow but also destroy complex attractors.
And it can have this effect by filtering out local instabilities that asynchron-
ism cannot get rid of, and, as a result, decrease the global system instabil-
ity. This contradicts a misconception existing in some theoretical modelling
fields (that may have contributed also to the little attention that has been
paid to synchronism in these fields) assuming that asynchronism guaran-
tees a greater global stability while synchronism’s main impact consists in
artificially entertaining instabilities.

Exploiting the interpretation of synchronism discussed in Section 2.3,
the existence of bans that are significantly sensitive to synchronism suggests
that time may indeed be a determining parameter in itself. The particu-
lar conditions that are necessary for a ban to be sensitive to synchronism,
however (cf. Theorem 1), suggest that most systems are not affected by
time in the following sense. Punctually, their possible future evolutions do
not depend on the temporal parameters (such as the durations and relat-
ive speeds of possible changes) that are responsible of the organisation of
possible changes.

Interestingly, it can be checked that the smallest monotonic bans that
have significant synchronism-sensitivity have size 3 and are monotonic en-
codings of the sensitive bans of size 2 which all are non-monotonic. Moreover,
a closer examination of the his in Figure 2 shows that the critical synchron-
ous transition x = 1100 x {0,1} = 0000 of the corresponding network
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“dynamically” mimics a ∨ connector that combines h0(x) and h1(x) so as to
produce an effect (witnessed by automata 2 and 3) similar to the most basic
non-monotonic mechanism: x 7→ x0⊕x1 = (x0∧¬x1)∨(¬x0∧x1). Informally,
this, and Figure 4, suggest a more general notion of non-monotonicity that
takes into account how state changes are organised relatively in time (and
by which ban Na of Figure 4 would be considered non-monotonic). Non-
monotonicity would then amount to the existence of paths, in the structure
of a ban, of different signs and identical extremities. We conjecture that
significantly sensitive bans that admit D-impact are non-monotonic in this
larger sense, which can be formalised as below by basing ourselves on a no-
tion of intrinsic simulation stating that a BAN N1 simulates a BAN N2 if
and only if, (i) the mechanisms of N1 are defined as functions of those of
N2, and (ii) if N2 has k stable configurations and ` complex attractors, then
N1 also admits k stable configurations and ` complex attractors (in others
terms, there exists a bijection between the set of attractors of N1 into that
of attractors of N2).

Conjecture If N = {fi : Bn → B | i ∈ {0, . . . , n− 1}} is a monotonic BAN
that admits a normal transition x y having D-impact, then there exists
a non-monotonic BAN N ′ = {gi : Bm → B | i ∈ {0, . . . ,m−1} and m < n},
such that at least one gi is defined as the composition of transition rules fjs
and such that N ′ simulates N .

In other terms, based on the work presented in this article, our intuition
is that in the absence of contradicting signals circulating between the two
same entities (one of which being the emitter of both signals, the other
being the receptor), the implementation of mechanisms can be stretched
out or concentrated in time with “little impact” (i.e. with no impact at all
or F-impact) on the final asymptotic behaviour of the network.

To end on another closely related perspective of this work, let us note
that Proposition 2 highlights an interesting fact: when a certain number
of changes are possible all at once, if the whole set of these changes can
be sequentialisableinto asynchronous transitions (which happens in most
cases as we have proven), then it can be made without ever needing any re-
versed changes, namely, changes whose sole purpose is to unlock the intended
changes (cf. the formal definition page 9). We actually lack intuitions that
could support the rarity of computational mechanisms relying on reversed
changes. For this reason, we believe that an important sequel to the work
presented here is to determine (structural) conditions that are necessary for
the existence of indirect derivations from one configuration to another when
there are no direct ones, i.e. the conditions that explain “a need for reversed
changes”.
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