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Abstract

This paper presents a theoretical study to evaluate the performance of a family of parallel implementations of the propagation algorithm. The propagation algorithm is used to an image interpolation application. The theoretical performance analysis is based on the construction of generic models using Stochastic Automata Networks (SAN) formalism to describe each implementation scheme. The prediction results can be compared to the achieved performance in some real test cases to verify the accuracy of our modeling technique. The main contribution of this paper is to point out the advantages and problems of our approach to the development of generic models of parallel implementations.

1. Introduction

The need of performance prediction of parallel implementations is uncontested. Many authors have presented generic studies offering options to the performance prediction of parallel implementations [9, 10]. To do so, the research community classifies the different approaches in three quite distinct groups:

- The monitoring approaches, which are mostly based on time costs comparisons of implementations execution; Those implementations can be as superficial as synthetic programs [9], or quite generic as well-known benchmarks, e.g., whetstones, dhrystones, and LINPACK;
- The simulation approaches, which are based on the use of a computational tool to describe and simulate the behaviour of a given implementation; The simulation tools are commonly based on random generations of program choices, but also more sophisticated techniques as perfect simulation [11] can be used;
- The analytical modeling approaches, which are more rarely employed in the parallel programs prediction due to a frequently misconception; The most known formalisms to analytical modeling, e.g., Markov chains [18] and queueing networks [7], are not very suitable to represent parallelism and synchronization.

Our work is located in the effort to popularize the use of analytical modeling to performance prediction of parallel implementations. In this paper we use the Stochastic Automata Networks formalism (SAN), a formalism with parallel and synchronizing primitives, to model a parallel implementation. The application chosen is the parallel implementation of the propagation algorithm [12], a bag of tasks parallelization proposed in [4].

The objective of this paper is to verify the difficulties to model a parallel implementation using an analytical modeling formalism. Similar previous works are rather generic [10], or too specific [19]. We try to contribute with a more systematic approach, based on describing the communication and processing tasks of each part of the algorithm. It is not the objective of this paper to perform a fine-tuning performance prediction of the specific implementation of the propagation algorithm, but to draw the main needs and advantages of the analytical modeling for this class of problem. In fact, the proposed model can be easily generalized to describe any bag of tasks problem.

The next section presents the propagation algorithm. Section 3 presents the parallel implementation defined in [4]. Section 4 presents the SAN formalism in order to fully understand the proposed model in Section 5. Section 6 presents the numerical definition of the model parameters to be used in the performance prediction of a practical case. Finally, the conclusion draws the next steps to continue this work and summarizes the lessons learned so far.
2. Image Interpolation

Image-based interpolation is a method to create smooth and realistic virtual views between two original view points. The application studied in this paper [12] is based on a three-phase method. It starts by constructing a dense matching map using a growing/propagation scheme from a list of seed pairs which may contain bad matches. The matching is then corrected using local and global geometric constraints. In the following phase, a joint view triangulation algorithm is used to separate matched areas from unmatched ones and handle the partially occluded areas. Finally all in-between images are generated by interpolating the two original ones.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Flower</th>
<th>House</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seed pairs</td>
<td>368x384 pxs</td>
<td>768x512 pxs</td>
</tr>
<tr>
<td>Propagation</td>
<td>0.46s</td>
<td>2.24s</td>
</tr>
<tr>
<td>Triangulation</td>
<td>5.11s</td>
<td>19.75s</td>
</tr>
<tr>
<td></td>
<td>1.64s</td>
<td>3.30s</td>
</tr>
</tbody>
</table>

Table 1. Images size and execution time for each phase of the algorithm.

Table 1 shows the execution times for each one of the three main phases of the application for two different image pairs (small size Flower and medium size House). The executions have been carried out on a Pentium III 733 MHz. These two examples indicate that the propagation is the largest time consuming phase of the algorithm.

2.1. Seed Pairs

In order to allow a better understanding of the propagation algorithm, the initial matching (seed selection) is presented here.

Points of interest [8, 17] are naturally good seed point candidates because they represent the points of the image which have the highest textureness. These points are detected in each separated image. Next, they are matched using the ZNCC (zero-mean normalized cross correlation) measure. At the end of this phase, a set of seed pairs is ready to be used to bootstrap a region growing type algorithm, which propagates the matches in the neighborhood of seed points from the most textured pixels to the less textured ones.

2.2. Propagation Algorithm

The propagation algorithm is based on a classic region growing method for image segmentation [15] which uses pixel homogeneity. But, instead of using pixel homogeneity property, a similar measure based on the matches correlation score is adopted [13]. This propagation strategy could also be justified because the seed pairs are composed by points of interest, which are the local maxima of the textureness. Thus, these matches neighbors are also strongly textured, what allows good propagation even though they are not local maxima.

The neighborhood $N_5(a, A)$ of pixels $a$ and $A$ is defined as being all pixels within the 5x5 window centered at these two points (one window per image). For each neighboring pixel in the first image, a list of match candidates is constructed. This list consists of all pixels of a 3x3 window in the corresponding neighborhood in the second image. The complete definition of the neighborhood $N(a, A)$ of pixel match $(a, A)$ is given by:

$$N(a, A) = \{(b, B), b \in N_5(a), B \in N_5(A), (B - A) - (b - a) \in \{-1, 0, 1\}^2\}.$$

The input of the algorithm is the set Seed which contains the current seed pairs. This set is implemented by a heap data structure for a faster selection of the best pair. The output is an injective displacement mapping Map which contains all the good matches found by the propagation algorithm. Let $s(x)$ be an estimation of the luminance roughness for the pixel $x$, which is used to stop propagation into insufficiently textured areas. And let $t$ be a constant value that represents the lower luminance threshold accepted on a textured area.

**Algorithm 1 Propagation Algorithm**

1: while Seed $\neq \emptyset$ do
2: \hspace{1em} pull the best match $(a, A)$ from Seed
3: \hspace{1em} Local $\leftarrow \emptyset$
4: \hspace{1em} \{store in Local new candidate matches\}
5: \hspace{1em} for all $(x, y) \in N(a, A)$ do
6: \hspace{2em} if $((x, \ast), (s, y) \not\in$ Map) and $(s(x) > t, s(y) > t)$ and $\{ZNCC(c, d) > 0.5\}$ then
7: \hspace{3em} Local $\leftarrow (x, y)$
8: \hspace{1em} end if
9: \hspace{1em} end for
10: \hspace{1em} \{store in Seed and Map good candidate matches\}
11: while Local $\neq \emptyset$ do
12: \hspace{1em} pull the best match $(x, y)$ from Local
13: \hspace{1em} if $(x, \ast), (\ast, y) \not\in$ Map then
14: \hspace{2em} Map $\leftarrow (x, y)$, Seed $\leftarrow (x, y)$
15: \hspace{1em} end if
16: \hspace{1em} end while
17: end while

Briefly, all initial seed pairs are starting points of concurrent propagations. At each step, a match $(a, A)$ with the best ZNCC score is removed from the current set of seed pairs.
Then, the algorithm looks for new matches in its match neighborhood and, when it finds one, it is added to the current seed pairs set and also to the set of accepted matches which is under construction.

An example of the sequential propagation program execution can be observed on Figure 1. The squared regions in both images show the extension of the matched regions obtained from the seed matches.

3. Parallel Propagation Implementation

The parallel implementation for the propagation algorithm discussed on this section was developed in order to allow the use of this new algorithm on real situations. Thus, it was necessary to achieve better performances without using parallel programming models oriented to very expensive (but not frequently used) machines. Useful parallel versions for this algorithm should run distributed over several processors connected by a fast network. Therefore, the natural choice was a cluster with a message passing programming model.

As seen before, the propagation algorithm advances by comparing neighbors pixels through out the source images surface. From some seed pairs, it can form large matching regions on both images surface. In fact, a single seed pair can start a propagation that grows through a large region over the images surface. This freedom of evolution guarantees the algorithm to achieve good results in terms of matched surfaces. Another characteristic is that the algorithm is based on global best-first strategy to choose the next seed pair that will start a new propagation, which also have a direct effect on the final match quality. These two characteristics are hard to deal with if one wants to propose a parallel distributed version of the algorithm without loosing quality at the final match. The best-first strategy implementation is based on a global knowledge of the seed pairs set, which is not appropriated to a non-shared memory context. In addition, the freedom of evolution through out the images surface assumes that the algorithm knows the entire surface of the images, and this can create a situation where several processors are propagating over the same regions at the same time creating a redundancy of computation (Figure 2).

Besides, it is not possible to know in advance how many new matches a seed pair will generate. Thus, from a parallel point of view, the propagation algorithm is an irregular and dynamic problem which exhibits unpredictable load fluctuations. Therefore, it requires the use of some load balancing scheme in order to achieve a more efficient parallel solution.

The solution proposed in [4] is based on a master-slave scheme. One processor will be responsible for distributing the work and centralizing the final results. The others will be running the propagation algorithm each one using a subset of the seed pairs and knowing a pair of corresponding slices over the images surface (coordinates of target slice). The master distributes the seed pairs over the nodes considering their location over the slices (see Figure 3). This procedure replaces the global best-first strategy by several local best-first ones. Each local seed pairs sub-set is still implemented as a heap which is ordered by the pair ZNCC score. This strategy minimizes the problem of loosing quality at the final match.

Once the problem with the global best-first strategy is solved, it still remains the problem with the algorithm limitation of evolution over the images surface. As said before,
each node can propagate just over the surface of its associated slice in order to avoid computation redundancy. But, forbidding the evolution out of the associated slice generates two kinds of losses. First, some matches are not done because they are just at the border of one slice and one of its points is placed outside it. Second, some regions in one slice may not be reached by any propagation started by a seed pair located inside of its surface, but instead they could be reached by a propagation started at a neighbor slice.

Such a limitation is partially solved by a technique called flexible slices [4]. This technique allows the propagation algorithm to expand through the surface of its neighbor slices in a controlled way. As shown on Figure 4, each processor works over its own associated slice, but it also knows its neighbor slices and it has the permission to propagate over them. But still, it is not interesting to leave the propagation algorithm free to compute its neighbors entire surface. This may cause the computation of too many repeated matches. To avoid that, each processor has the permission to compute just over a percentage of its neighbors surface. This percentage, called overlap, is related to the number of slices. A large number of slices implies in thinner slices. In this case, it is acceptable to allow a processor to advance over a large percentage of its neighbors surfaces. On the other hand, a small number of slices implies in larger slices. Here, the algorithm must not propagate too much over the neighbors surface.

The last problem to deal with in the parallelization of the propagation algorithm is load balancing. If the source images are divided into more slices than the number of nodes available, the load balancing strategy adopted is:

1. the master divides the set of seed pairs into sub-sets based on their location over the slices;
2. each slave receives one slice with its associated sub-set;
3. each slave computes its own sub-set of seed pairs;
4. when there is no more seed pairs to compute, the slave sends a signal to the master;
5. if there is some available slices remaining, the master choose a new one and send it to the available slave;

In fact, the master has a queue of slices, organized by their position over the images surface. To choose which slice will be sent to an available slave, the master simply gets the first slice of this queue. In fact, the master sends a new seed pairs sub-set (coordinates of the slice) to the slave.

Finally, it is important to mention that the master must receive all matches generated by the slaves and it must filter the unavoidable duplicated ones. To send these final matches to the master, each slave has a communication buffer which is filled progressively as the propagation algorithm advances. When the buffer is full, it is sent to the master. After that, the slave immediately returns to its execution. All slaves do the same procedure, in a way that forces the master to have a receiving queue. This queue is dimensioned to avoid buffer losses by the master. When a slave reaches the end of its seed pairs sub-set, it sends an incomplete buffer to the master. When the master receives an incomplete buffer, it knows that the sender has finished its work and sends a new slice (seed pairs sub-set) back to it (if there is still sub-sets available).

4. SAN - Stochastic Automata Networks

The Stochastic Automata Networks formalism (SAN) was proposed by Plateau [16]. The reader interested in a formal description of the formalism can consult previous publications [5, 1].

The basic idea of SAN is to represent a whole system by a collection of subsystems with an independent behavior
(local transitions) and occasional interdependencies (functional rates and synchronizing events).

The SAN formalism describes a complete system as a collection of subsystems that interact with each other. Each subsystem is described as a stochastic automaton, i.e., an automaton in which the transitions are labeled with probabilistic and timing information. Hence, one can build a continuous-time stochastic process\(^1\) related to the SAN. **Global state** is the state of a SAN model defined by the combination of the local states of all automata. We adopt the following notation to this paper:

Let

\[ A^{(i)} \] the i-th automaton of a SAN model, numbering the first automaton as \( A^{(1)} \);

\[ j^{(i)} \] the j-th state of the automaton \( A^{(i)} \), numbering the first state of the first automaton as \( 0^{(1)} \);

\[ e_k \] an event identifier\(^2\);

\[ \tau_k \] a constant rate of a given event;

\[ \pi_k \] a constant probability of a given event;

\[ f_k \] a functional rate of a given event;

\[ g_k \] a functional probability of a given event.

There are two types of events that change the global state of a SAN model: local events and synchronizing events.

Local events change the global state passing from a global state to another that differs only by one local state. On the other hand, synchronizing events can change simultaneously more than one local state, i.e., two or more automata can change their local states simultaneously. In other words, the occurrence of a synchronizing event forces all concerned automata to fire a transition corresponding to this event. Thus, local events can be viewed as a particular case of synchronizing events that concerns only one automaton.

Each event is represented by an identifier\(^3\) and a routing probability (the absence of probability is tolerated if only one transition can be fired by an event from a local state).

Figure 5 represents a SAN model with 2 automata, 1 synchronizing event, and 1 functional rate.

Table 2 describes the event firing rates used in the SAN model of the Figure 5.

\[ e_1 \quad 71 \]
\[ e_2 \quad 72 \]
\[ e_3 \quad 73 \]
\[ e_4 \quad 74 \]
\[ e_5 \quad f_1 \]

In the model of Figure 5, the rate of the event \( e_5 \) is not a constant rate, but a function rate called \( f_1 \) defined as:

\[ f_1 = \begin{cases} 
\lambda_1 & \text{if automaton } A^{(1)} \text{ is in the state } 0^{(1)} \\
0 & \text{if automaton } A^{(1)} \text{ is in the state } 1^{(1)} \\
\lambda_2 & \text{if automaton } A^{(1)} \text{ is in the state } 2^{(1)} 
\end{cases} \]

The firing of the transition from state \( 0^{(2)} \) to \( 1^{(2)} \) occurs with rate \( \lambda_3 \) if automaton \( A^{(1)} \) is in state \( 0^{(1)} \), or \( \lambda_2 \) if automaton \( A^{(1)} \) is in state \( 2^{(1)} \). If automaton \( A^{(1)} \) is in state \( 1^{(1)} \), the transition from state \( 0^{(2)} \) to \( 2^{(2)} \) does not occur (rate equal to 0). Using the SAN notation employed by the software tool PEPS2003 [3], the expression of this function is:

\[ f_1 = \left[ \lambda_1 \left( st(A^{(1)}) == 0^{(1)} \right) \right] + \left[ \lambda_2 \left( st(A^{(1)}) == 2^{(1)} \right) \right] \]

The interpretation of a function can be viewed as the evaluation of an expression of non-typed programming languages, e.g., C language. Each comparison is evaluated to 1 for true and 0 for false.

Note that the use of functional rates is not limited to local event rates. In fact, for synchronizing events not only the event rate, but also the probability of occurrence can be expressed as a function. The use of functional transitions is a powerful primitive of the SAN formalism, since it allows to describe very complex behaviors in a very compact format. The computational costs to handle functional rates has decreased significantly with the developments of numerical solutions for SAN models, e.g., the algorithms for generalized tensor products [2, 5].

---

1. In the context of this paper only continuous-time SAN will be considered, although discrete-time SAN can also be employed without loss of generality.
2. The index \( k \) has no particular semantic for the notations of this section.
3. In this paper, we use an indexed roman letter \( e \) as identifier, but to all purposes any identifier can be used.

---

**Figure 5. Example of a SAN model.**

**Table 2. Event firing rates of the Figure 5**
Figure 6 represents the equivalent Markov chain to Figure 5 according the event firing rates described in the Table 2.

Figure 6. Equivalent Markov Chain to Figure 5.

5. Proposed Model

Figure 7 represents the SAN model which describes the parallel implementation for the propagation algorithm presented in the section 3. The SAN model contains three automata Master, Buffer and Slices, and P automata Slave\((i)\) (\(i = 1..P\)).

The automaton Master has three states \(ITx, Tx\) and \(Rx\). It is responsible over the distribution of slices containing seed pairs to the slaves. The states \(ITx, Tx\) and \(Rx\) means, respectively, the initial transmission of all seed pairs to the slaves, the transmission of new slices to slaves, and the reception of final matches evaluated by the slaves. The occurrence of the synchronizing event \(up\) send the initial slices to all slaves. On the other hand, the occurrence of the event \(down\) ends one execution of application. The event \(down\) has a functional rate \(\tau_{down}\), such as:

\[
\tau_{down} = (st\ Buffer == 0) && (st\ Slices == 0) && (nb\ I[Slave] == N).
\]

The synchronizing event \(si\) represents the sending of a new slice to slave \(i\). Master consumes final matches from the Buffer through the occurrence of the synchronizing event \(c\). The event \(c\) has two functional probabilities \(g_1\) and \(g_2\), such as:

\[
g_1 = (st\ Slices == 0) || (nb\ I[Slave] == 0)\]
\[
g_2 = (st\ Slices != 0) && (nb\ I[Slave] != 0)
\]

The automaton Buffer represents the final matches evaluated by the slaves. It has room enough to store all final matches received from the slaves.

The automaton Slices symbolizes the number of slices which will be sent to the slaves. There are \(W-P\) slices remained, where \(W\) is the total number of slices and \(P\) is the total number of slaves. It is important to notice that the transition from state \(0\) to state \(W-P\) represents the restart of new execution. Such transition is vital to a SAN description, since all SAN models must represent a problem that can be solved by a stationary solution, i.e., they must be cyclic and have a steady-state.

Finally, the automaton Slave\((i)\) represents the slice of index \(i\), where \(i = 1..P\). It has three states \(I\) (idle), \(Pr\) (processing) and \(Tx\) (transmission). Slave \(i\) finishes a final match through the occurrence of local event \(li\). The synchronizing event \(ri\) represents the reception of final matches from the slave \(i\) to Buffer. Slaves transmit a pack (final matches) to Buffer every time that it is full. The slave transmits a pack and returns to state \(Pr\) with a probability \(\pi_1\) when there is more points to be evaluated. On the other hand, when there is no more points, the slave transmits a pack with probability \(\pi_2\) and returns to state \(I\).

6. Assigning Parameters

This section shows how to assign numeric values to the event rates and probabilities. Some parameters are given by the developer (input values of the model), whereas other are evaluated from those input values. We define \(BL\) as the buffer length, \(PS\) as percentage of slice extension over its neighbors (redundancy), \(NS\) as the number of slices, and...
As the number of final matches expected in the whole image. Some information is easily known before algorithm implementation, e.g., NS, and transmission rates. Other information can only be estimated, e.g., FI. Obviously, the quality of the prediction is quite dependant of the accuracy of such input parameters.

From those input values, we are able to evaluate FR (total number of final matches including redundancy due to slice extension) computing the expected average number of final matches in each slices \( \frac{1}{2} \) considering one overlap to the two edge slices \( 2(1 + P) \), and two overlap to the inner slices \( (NS - 2)(1 + 2P) \):

\[
FR = [2(1 + P)S + (NS - 2)(1 + 2P)] \frac{FI}{NS} \tag{1}
\]

Hence, it is easy to evaluate AF (average final matches for slices):

\[
AF = \frac{FR}{NS} \tag{2}
\]

The probabilities \( \pi_1 \) and \( \pi_2 \) of the event \( r_i \) (automaton Slave\(^{(i)} \)) is given by:

\[
\pi_1 = 1 - \pi_2 \quad \text{and} \quad \pi_2 = \min \left( \frac{1}{AF}, 1 \right) = \min \left( \frac{BL}{AF}, 1 \right) \tag{3}
\]

However the event rate \( r_i \) is directly dependent by the transmission speed and inversely dependent by the buffer length. So the event rate \( r_i \) is given by:

\[
\forall i r_i = \frac{Tx \text{ Speed}}{BL} \tag{4}
\]

The event rate \( l_i \) is directly dependent by the buffer length and the node speed, and inversely dependent by the number of final matches unknown (non-matches). Therefore the event rate \( l_i \) is evaluated by:

\[
\forall i l_i = \frac{BL \times \text{ Node Speed}}{\text{Non-matches}} \tag{5}
\]

The event rates \( s_i \), down and up are insignificant time, therefore, they are very high rates.

Finally, the event rate \( c \) is directly dependent by the node speed and inversely dependent by the buffer length. The event rate \( c \) is given by:

\[
c = \frac{\text{Node Speed}}{BL} \tag{6}
\]

Using the software tool PEPS2003 [3], it is possible to obtain the stationary solution for the model proposed in Section 5. Many numerical results can be computed from the stationary solution of the proposed model. Some of them are quite easy to compute, e.g., the average length of buffer queue, or the average number of busy slaves. Some other very important indexes can also be computed, but they require some additional effort. This is the case of the average time of one single execution.

Observing the automaton Slices we see a mono-cyclic behavior, i.e., from any local state, there is only one possible transition. For mono-cyclic automata, the average residence time in each local state \( x \) is inversely proportional to the actual departure rate of state \( x \), which is directly proportional to the local state probability found in the stationary solution. Therefore, it is possible to say that, if we know the average residence time of one local state of automaton Slices and the stationary solution, we can compute the residence time of each local state. Since the passage by all local states of automaton Slices represents one execution, it is possible to compute the average time one single execution in such way.

The actual rate of event up is independent of any contention of the others automata. In fact, it represents the rate corresponding the initial startup of the program, i.e., the initial distribution of slices to the slave nodes. This information is called \( \tau_{up} \), and therefore, \( t_0 = \frac{1}{\tau_{up}} \) is the average residence time in local state 0 of automaton Slices. Computing the stationary solution of the model we can find the probability of this local state \( (p_0) \), as well the probability of the other local states of this same automaton \( (p_0 = 1 - p_0 = \sum_{k=1}^{W-P} p_k) \). The average residence time of the other local states of automaton Slices \( (t_0) \) can be computed by:

\[
t_0 = t_0 \frac{p_0}{p_0}
\]

and the estimated average time of one single execution will be:

\[
t_0 + t_0 = t_0 + t_0 \frac{p_0}{p_0} = t_0 \left( 1 + \frac{p_0}{p_0} \right)
\]

7. Conclusion

The development of the model for the parallel implementation of the propagation algorithm was a valid exercise. According to authors best knowledge, no other effort to predict performance was made so formally. The recent work of Gemund [19] exploits a formal definition used for simulations to automatically generate a formal description of a parallel implementation. More conservative works [14, 6] tend to use unappropriated formalisms (queueing networks) where the synchronization processes are not easy to describe.

The SAN formalism, instead was quite adequate to describe the quasi-independent behavior of the master and slave nodes, and also the independent representation of the buffer queue (automaton Buffer) and the workload, i.e., slices to analyse (automaton Slices) was very intuitive. The definition of the events, their rates and probabilities was a little bit more difficult but still intuitive. In fact, the main difficult in the modeling process was to extract the prediction information from the stationary solution.
The most obvious performance index wanted is the one execution average time of the propagation algorithm. Unfortunately, the described SAN model must be defined by an ergodic SAN, i.e., a SAN with a stationary behavior. For such model, is not easy to define the time need for one single execution. Luckily, the automaton \textit{Slices} has a cyclic behavior, therefore the time for a complete cycle can be approached by the stationary probability distribution and the average residence time of one local state. This made possible to compute the time for one execution as presented in Section 6. Nevertheless, other performance indexes can be easily computed by the marginal probabilities of each automata local states, e.g., the average number of slave nodes in use (from automata \textit{Slave}$_i^{(j)}$), or the average length of buffer queue (from automaton \textit{Buffer}).

The natural future work for this paper is to verify the accuracy of the proposed model by comparison with some real parallel implementations. A comparison to the numerical figures presented in [4] is not yet possible due to the absence of information concerning the machine in which the experiments were executed. Information like the inter-connection speed and processing times were not defined. It is necessary to run the parallel algorithm in completely known environment to do the fine-tuning of the proposed model, i.e., to verify the modeling choices made. Specially during the assigning parameters phase, some assumptions were made with a lot of guessing. This is not a particular flaw in the modeling procedure. In fact, the successive refinements in the model is a quite common technique in analytical modeling.

Finally, our experience developing a model for parallel implementation using SAN seems to be very promising. The definition of quasi-independent subsystems by automata, communication processes by synchronizing events, and independent changes by local events are very intuitive. The applicability and the usefulness of the proposed technique is yet to prove, but it is the authors opinion that the effort of exploring this possibility is worthwhile.
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