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Abstract—In this paper, we analyze, via a simple
academic example from quantum control, the problem
of dynamic output feedback stabilization, when the
point where we want to stabilize corresponds to a
control value that makes the system unobservable.
The stability analysis is performed in three steps.

We have validated the method for a specific case, but
the idea can be extended to more general problems.
In particular, the method can be applied to the case of
Killing systems that are injectable into bilinear skew-
symmetric (or skew-adjoint) systems.

I. Introduction
It is usually not possible to measure the whole state

of a system in practice, but only a part of it. This
part is called the observation, and only this can be
measured. Problems arise when one wants to stabilize
a system to some target point since, in most cases,
the knowledge of the whole state might be needed. In
[1, Chapters 6 and 7] (see also [2]), the authors give
different methods in order to reconstruct the whole state
space and stabilize the system provided it is observable.
However, for nonlinear systems, there exist in general
inputs that make the system unobservable (see [3]).
Here, we are interested in the case where the point
we want to stabilize the system to corresponds to a
control value that renders it unobservable. Although
similar problems were already addressed in [4], [5], [6], [7],
the literature on output feedback stabilization for non-
uniformly observable systems is scarce. In [5] a sufficient
condition for local stabilization in small time by means of
a dynamic periodic time-varying output feedback law is
given. Whereas the system treated in the present paper
meets the conditions given in [5], our work aims to give
(semi-global) asymptotic stability of the target by means
of a smooth time-invariant dynamic output feedback.

The present paper deals with the same problem as the
one exposed in [7]. However, [7, Theorem 2.10] includes
a mistake since the result should not be stated as semi-
global. Theorem 3.10 corrects this mistake. Moreover,
while in [7] the authors gave a result on practical asymp-
totic stabilization of an arbitrarily small neighborhood of
the target point, the present work adds a result about the
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asymptotic stability of the target point (exactly) and not
only of a neighborhood of it.

The method we present here is illustrated on a specific
example borrowed from quantum control that we treat
in all details. Consider the following (three dimensional)
typically observed closed quantum system (see e.g. [8],
[9], [10]). {

ẋ = A(u)x
y = Cx,

(1)

where (x1, x2, x3) = x ∈ S2 = {x ∈ R3 | ‖x‖ = 1} is the
state, y ∈ R is the measured output (or, the observation),
u = (u1, u2) ∈ R2 is the control variable, C = (0 0 1) is
in R1×3, and A(u) is a control-dependent matrix in R3×3

given by

A(u) =

 0 e u1
−e 0 u2
−u1 −u2 0

 .

In quantum mechanics, x corresponds to the state of a
qubit and e is a constant energy gap which will be set
to one. Even though the validity of the continuous mea-
surement y(t) is unclear in the quantum context, system
(1) is a typical example of a more general situation that
will be exposed in Section IV.

The problem is to stabilize system (1) at the target
point xt = (0, 0,−1), which is an equilibrium point
corresponding to the control value u = (u1, u2) = (0, 0).
Notice that system (1) is unobservable for this control
since indistinguishable points are those that are on the
same parallel {x3 = cst} ∩ S2.

The paper is organized as follows. In Section II we
characterize the set of trajectories that converge to an
unstable equilibrium point. These preliminary results
will be needed in Section III since the instability of an
equilibrium point does not guarantee its repulsiveness.

Section III is devoted to the complete analysis of the
problem. The main idea is to perturb a stabilizing control
in order to preserve a small level of observability. Two
approaches are studied. The first one does not stabilize
system (1) exactly at the target point xt, but at an
equilibrium point arbitrarily close to it. In the second
approach, the perturbation is chosen not only to preserve
a small level of observability but also to stabilize (1) at
the target point.

In Section IV we describe how the analysis done in
Section III can be extended to more general situations.
Subsection IV-A details how the method built through



the example of system (1) can be extended to general bi-
linear skew-symmetric systems. Following [3], in Subsec-
tion IV-B, we give conditions under which more general
systems can be immersed into skew-adjoint systems. The
study of skew-adjoint systems is then only the first step
towards the study of output feedback stabilization for a
wider class of systems.

Due to space limitation, the detailed analysis of the
two general situations presented in Section IV will be
reported elsewhere.

Notation

We denote by ‖ · ‖ the Euclidean norm on Rn and by
B(x, r) the open ball centered at x of radius r for this
norm. If f is a function from Rn to Rm, the notation
Df(x)[v] stands for the differential at x ∈ Rn applied to
the vector v ∈ Rn of the function f . Also, we use the
symbol ′ to denote the transposition operation.

II. Preliminary result

Consider the dynamical system

ẋ = X(x), x ∈M, (2)

where M is a m-dimensional smooth Riemannian man-
ifold and X is a smooth vector field on M . Let x∗ be
an equilibrium point for system (2) and let (O,ϕ) be a
local coordinate chart on M centered at x∗. Using the
coordinate map ϕ, system (2) can be locally rewritten as{

ξ̇ = Fξ + f(ξ, η)
η̇ = Gη + g(ξ, η),

(3)

where F ∈ Rm1×m1 hasm1 eigenvalues with non-positive
real parts, G ∈ Rm2×m2 has m2 eigenvalues with positive
real parts and, f and g are smooth maps in a neighbor-
hood N of 0 ∈ Rm = Rm1+m2 such that f(0, 0) = 0,
g(0, 0) = 0, Df(0, 0) = 0 and Dg(0, 0) = 0. Since the
matrix F has eigenvalues with non-positive real parts,
there may exist trajectories converging to the origin.

Kelley proved in [11] that for system (3) there exists
an invariant manifold

W cs = {(ξ, η) | ‖ξ‖ < δ , η = h(ξ)},

where, for δ > 0 small enough, h can be chosen to be Ck
for any arbitrarily but fixed k ∈ N. Moreover, h satisfies
h(0) = 0. W cs is called a (local) center-stable manifold
and is a priori not unique.

Although the idea of the proof of the following two
lemmas was found in [11], we did not find these general
results in the literature.

Lemma 2.1: Any trajectory of system (3) converging
towards the origin belongs to a center-stable manifold.

Proof: SinceW cs is an invariant manifold for system
(3), h satisfies

Dh(ξ)[Fξ + f(ξ, h(ξ))] = Gh(ξ) + g(ξ, h(ξ)). (4)

Set η̃ = η − h(ξ). With equations (3) and (4) it yields
˙̃η = η̇ −Dh(ξ)[ξ̇] = Gη + g(ξ, η)−Dh(ξ)[Fξ + f(ξ, η)]

= Gη + g(ξ, η̃ + h(ξ))−Dh(ξ)[Fξ + f(ξ, η̃ + h(ξ))]
+Dh(ξ)[f(ξ, h(ξ))]−Dh(ξ)[f(ξ, h(ξ))]

= Gη −Gh(ξ)− g(ξ, h(ξ)) + g(ξ, η̃ + h(ξ))
+Dh(ξ)[f(ξ, h(ξ))− f(ξ, η̃ + h(ξ))]

= Gη̃ + g̃(ξ, η̃),

where
g̃(ξ, η̃) = −g(ξ, h(ξ)) + g(ξ, η̃ + h(ξ))

+Dh(ξ)[f(ξ, h(ξ))− f(ξ, η̃ + h(ξ))].

Recall that, up to a linear change of coordinates, there
exists µ > 0 such that 〈Gη̃, η̃〉 > 2µ‖η̃‖2 (see e.g. [11]).
By construction, g̃ is a Cr map for any r <∞ and

g̃(ξ, η̃)− g̃(ξ, 0) =
∫ 1

0
Dg̃(ξ, sη̃)ds[(0, η̃)].

Because g̃(ξ, 0) = 0 for all ξ ∈ Nδ, Dg̃(·, ·) is continu-
ous and Dg̃(0, 0) = 0, there exists a sufficiently small
neighborhood of the origin such that ‖g̃(ξ, η̃)‖ 6 µ‖η̃‖.
It follows that

d

dt
‖η̃‖2 = 2〈Gη̃, η̃〉+ 2〈g̃(ξ, η̃), η̃〉

> 4µ‖η̃‖2 − 2µ‖η̃‖2 > 2µ‖η̃‖2.

We conclude that any trajectory starting with an initial
condition η̃(0) 6= 0 must leave any sufficiently small
neighborhood of the origin. Equivalently, a trajectory
converging to the origin must belong to a center-stable
manifold.

Lemma 2.2: Any trajectory of system (3) converging
towards the origin belongs to the intersection of all
center-stable manifolds.

Proof: Consider two center-stable manifolds W cs
α

and W cs
β and a trajectory (ξ(t), η(t)) ∈ W cs

α converging
to the origin. Set η̃ = η−hβ(ξ). The same computations
as in the proof of Lemma 2.1 yield

d

dt
‖η̃‖2 > 2µ‖η̃‖2. (5)

Since ξ(t) goes to zero as t goes to infinity, η̃(t) must con-
verge to zero. However, from (5), the norm of η̃(t) cannot
decrease. We conclude that η̃(t) must be identically zero.
In particular η(t) = hα(ξ(t)) = hβ(ξ(t)) for any t > 0,
from which the lemma follows.

Corollary 2.3: Any center-stable manifold contains all
the trajectories converging to the origin.

Let φt denote the flow of system (2) and let E be the
set defined by

E = {x ∈M | φt(x)→ x∗ as t→ +∞} .

Lemma 2.4: If m2 > 0, the set of all trajectories of
system (2) converging to the unstable equilibrium point
x∗ have zero measure.

Proof: Let W cs be a local center-stable manifold.
Denote by d the distance on M . If δ > 0 is chosen



small enough, then N = ϕ−1(W cs) ∩ ϕ−1(∂B(0, δ)) is a
codimensionm2+1 smooth submanifold of ϕ−1(∂B(0, δ))
diffeomorphic to the sphere Sm1−1. Set

NR
q = {x ∈ N | ∀t ∈ [q, 0] d(φt(x), x∗) < R} .

Notice that, because NR
q ⊂ N , NR

q has zero measure. We
claim that

E ⊂
(
ϕ−1(W cs) ∩ ϕ−1(B(0, δ))

)
∪
⋃
Q

ψRq
(
[q, 0]×NR

q

)
,

where Q =
{

(q,R) ∈ Q× N : q < 0, NR
q 6= ∅

}
and, for

a nonempty NR
q , ψRq : [q, 0] ×NR

q → M is the mapping
given by ψRq (t, x) = φt(x). We now prove the claim. Let
a ∈ E. If a ∈ ϕ−1(B(0, δ)), it follows from Lemmas
2.1 and 2.2 that a ∈ ϕ−1(W cs). On the other hand,
if a /∈ ϕ−1(B(0, δ)), then there exists t > 0 such that
x0 = φt(a) ∈ ϕ−1(∂B(0, δ)). It follows from the existence
theorem for flows that there exist η, ε > 0 and q ∈ Q
such that φ is well defined on [−ε− t, 0]×ϕ−1(B(x0, η)).
Choose q ∈ Q ∩ [−ε− t,−t] and let R ∈ N be such that
‖φt(x)‖ < R for all t ∈ [q, 0] and all x ∈ ϕ−1(B(x0, η)).
By construction of q and R, a ∈ ψRq

(
[q, 0]×NR

q

)
and

the claim follows.
Since [q, 0] × NR

q has zero measure and since ψRq is
Lipschitz, it follows that meas

(
ψRq
(
[q, 0]×NR

q

))
= 0.

The lemma follows since E is included in the union of
countably many such sets and ϕ−1(W cs)∩ϕ−1(B(0, δ)) ∈
Rm whose measure is also zero as being a submanifold
of positive codimension.

Remark 2.5: Lemma 2.4 is a general result. As soon as
an equilibrium point has an unstable manifold, the set
of all trajectories converging to the equilibrium point has
zero measure.

III. Analysis of the example
A. Stabilizing state feedback and observer design

1) Feedback stabilization of system (1): Consider the
feedback control function λs : R3 → R2 given by

λs(x) = r1(x1, x2), (6)

where r1 is an arbitrary positive constant.
Proposition 3.1: The target point xt is an asymp-

totically stable equilibrium for the closed-loop system
resulting from applying the feedback control u = λs(x)
(given by equation (6)) to system (1). Moreover, its basin
of attraction is S2 \ {−xt}.

Proof: Let the mapping V : S2 → R given by

V (x) = x3,

be the candidate Lyapunov function and

E = {x ∈ S2 | V (x) < 1} = S2 \ {−xt}.

One has
V̇ (x) = ẋ3 = −r1(x2

1 + x2
2),

which is 6 0 on E. Let I be the largest invariant set
contained in

{x ∈ S2 | V̇ (x) = 0}.

We have I = {−xt, xt}, where xt is the target point.
Since I ∩ E = {xt} and since E ⊂ S2 is bounded,
according to LaSalle’s principle (see e.g. [12, Corollary
2]), we get the desired result.

2) The observer: The chosen Luenberger-like observer
for system (1) is

˙̂x = A(u)x̂− r2C
′(Cx̂− y), x̂ ∈ R3, (7)

where r2 is a given positive constant. Hence, the obser-
vation error defined by ε = x̂− x satisfies

ε̇ = (A(u)− r2C
′C) ε, ε ∈ R3. (8)

Remark 3.2: The constants r1 and r2 could be used
as tuning parameters. However, in order to simplify the
computations, from now these constants are set to one.
The Gram observability matrix relative to an input

u : [0, T ]→ R2 is defined by

G(u, T ) =
∫ T

0
Φu(t)′C ′CΦu(t)dt,

where Φu(t) is the resolvent matrix solution of equation
(8), i.e.

Φ̇u(t) = (A(u(t))− CC ′) Φu(t)
Φu(0) = Id,

and we denote by ind(u, T ) the observability index of
u, that is, the smallest eigenvalue of G(u, T ). Clearly,
ind(u, T ) > 0. For u ∈ L∞(R+,R2), we denote by u[θ]
the shifted input defined by u[θ](t) = u(θ + t). As in
[3], we call an input u ∈ L∞(R+,R2) persistent, if there
exists a time interval [0, T ], T > 0 such that

lim sup
θ→+∞

ind(u[θ], T ) > 0.

According to [3, Theorem 3 page 300], we have the
following theorem.

Theorem 3.3: If u ∈ L∞(R+,R2) is a persistent input,
then the observation error tends to zero, i.e.

lim
t→+∞

ε(t) = 0.
3) The coupled system controller-observer: The equa-

tions of the controller-observer system are, as usual{
˙̂x = A (λs(x̂)) x̂− C ′Cε
ε̇ = (A (λs(x̂))− C ′C) ε, (x̂, ε) ∈M,

(9)

where λs is the stabilizing feedback (6) of Section III-A.1
and, since x ∈ S2, M = {(x̂, ε) ∈ R3×R3 | ‖x̂− ε‖ = 1}.
It is clear that system (9) is not a stabilizing device since
all the domains

Da,b = {(x̂, ε) ∈M | x̂ = (0, 0, a), ε ∈ Cb}, (10)

where Cb is any circle in R3 of the form {ε ∈ R3 | ε2
1+ε2

2 =
b2, ε3 = 0} are invariant sets for the coupled system (9).
Indeed, all the inputs that make system (1) unobservable
are those for which y = Cx is constant, i.e. such that

−u1(t)x1(t)− u2(t)x2(t) = 0, ∀ t ∈ R+.



In particular, the null input u(·) = 0 makes system (1)
unobservable. A natural and simple idea is then to choose
a small perturbation of the feedback control that makes
it observable.

B. Practical asymptotic stabilization

In order to make the input λs(x̂(·)) observable, a first
simple choice is to add a (small) nonzero constant δ to
the feedback, i.e. we consider

λsδ(x̂) = λs(x̂) + (δ, δ). (11)

We shall prove the following lemma which is crucial for
our purpose.

Lemma 3.4: All the inputs of the form (11) applied to
the full coupled system (9) make system (1) observable
on any time interval [0, T ], T > 0.

Proof: Suppose, contrary to our claim, that there
exist a positive T and an input t 7→ u(t) = λsδ(x̂(t))
(with λsδ given by equation (11)) that renders system
(1) unobservable on [0, T ]. Such an input is solution of
system (9). This means that there exists a non-identically
vanishing function t 7→ ω(t) ∈ R3 such that, for all t ∈
[0, T ], we have

ω̇(t) = A(u(t))ω(t) = A(λsδ(x̂(t)))ω(t),
y(t) = Cω(t) = ω3(t) = 0. (12)

Then, differentiating with respect to time equation (12),
we get that

0 = ω̇3

= −u1ω1 − u2ω2 (13)
= −(x̂1 + δ)ω1 − (x̂2 + δ)ω2.

Differentiating once again with respect to time yields

0 = ˙̂x1ω1 + x̂1ω̇1 + ˙̂x2ω2 + x̂2ω̇2 + δ(ω̇1 + ω̇2)
= (ex̂2 + u1x̂3)ω1 + x̂1eω2

+ (−ex̂1 + u2x̂3)ω2 − x̂2eω1 + δ(eω2 − eω1)
= δe(ω2 − ω1). (According to (13))

Hence, we have
ω2 − ω1 = 0, (14)

which implies that 0 = ω̇2 − ω̇1 = −e(ω1 + ω2), i.e.

ω1 + ω2 = 0. (15)

Therefore, according to equations (12), (14) and (15),
t 7→ ω(t) vanishes identically on [0, T ] which is a contra-
diction. Consequently, system (1) is observable for the
chosen input t 7→ λsδ(x̂(t)) on any time interval.
With this lemma in hand, the proof of our stabilization
result will follow after three steps.

Remark 3.5: The proof of Lemma 3.4 depends on the
chosen perturbation of the stabilizing control, and in
a general context, the chosen kind of perturbation is
specific to each system. For example, if A(u) is replaced

by 0 eϕ(u) u1
−eϕ(u) 0 u2
−u1 −u2 0

 , ϕ : R2 → R, ϕ(0) = 0, (16)

in system (1), a constant perturbation does not work
while a perturbation t 7→ δ(t) that satisfies δ̈ = −δ does.

1) Step 1: proof that the estimation error goes to zero:
Using the perturbed feedback as an input, the fully
coupled system (9) is rewritten as{

˙̂x = A (λsδ(x̂)) x̂− r2C
′Cε

ε̇ = (A (λsδ(x̂))− r2C
′C) ε (x̂, ε) ∈M.

(17)

Let T > 0 be fixed. It follows straightforwardly from
the continuous dependence on initial data of the solu-
tions of an ordinary differential equation, that the map
(x̂0, ε0) 7→ λsδ (x̂(·)) from M to C0([0, T ],R2) is continu-
ous. Then, so is the map λsδ (x̂(·)) 7→ ind(λsδ (x̂(·)) , T ).
Consequently, the mapping F : M → R+ given by
F (x̂0, ε0) = ind(λsδ (x̂(·)) , T ) is continuous.

Lemma 3.6: All the inputs λsδ
(
x̂(·)

)
are persistent.

Proof: According to (8), we have
1
2
d

dt
‖ε‖2 = ε′ε̇

= ε′(A(λsδ(x̂))− r2C
′C)ε

= −r2(Cε)2, (since A(·)′ = −A(·))

which shows that t 7→ ε(t) is bounded if t > 0. Conse-
quently,

‖x̂(t)‖ 6 ‖x̂(t)− x(t)‖+ ‖x(t)‖
= ‖ε(t)‖+ 1. (since x(t) ∈ S2)

Therefore, t 7→ x̂(t) is also bounded if t > 0. It follows
that the solution of system (17) are defined for all t > 0
and that {(x̂(t), ε(t)) | t > 0} ⊂ K, where K =
B̄(0, ‖ε0‖+ 1)× B̄(0, ‖ε0‖). In particular,

{(x̂(t), ε(t)) | t > θ} ⊂ K, ∀ θ > 0.

The function F defined above being nonnegative, we infer
that infK F 6 inf{F (x̂(t), ε(t)) | t > θ}, for all θ > 0. It
follows that for every fixed positive T ,

inf
K
F 6 lim sup

θ→+∞
F (x̂(θ), ε(θ))

= lim sup
θ→+∞

ind(λsδ
(
x̂(·+ θ)

)
, T ).

By continuity, the infimum of F over K is reached, and
is positive by the crucial Lemma 3.4.
We have the following corollary whose proof is an imme-
diate consequence of Theorem 3.3

Corollary 3.7: For any trajectory of the coupled sys-
tem (17), we have limt→+∞ ε(t) = 0.

2) Step 2 : Asymptotic stability of an equilibrium point
close to xt: In the present subsection, we prove that
system (17) admits an asymptotically stable equilibrium
point and an unstable equilibrium point that are respec-
tively close to (xt, 0) and (−xt, 0).



Lemma 3.8: For δ small enough, system (17) admits
a locally asymptotically stable equilibrium point (xsδ, 0)
arbitrarily close to (xt, 0).

Proof: Let (x∗, ε∗) be an equilibrium point of system
(17). Then (x∗, ε∗) satisfies{

A (λsδ(x∗))x∗ − r2C
′Cε∗ = 0

(A (λsδ(x∗))− r2C
′C) ε∗ = 0.

A straightforward resolution of the previous system leads
to three solutions : the zero solution (which is not
admissible since ‖x‖ = ‖x̂ − ε‖ = 1) and two solutions
arbitrarily close to (xt, 0) and (−xt, 0) respectively (as
soon as δ is chosen small enough). In particular, the
solution close to (xt, 0) is (xsδ, 0) = (xs1, xs2, xs3, 0, 0, 0)
where

xs1 = −
δ
(
(xs3)2 − xs3

)
(xs3)2 + 1

xs2 = −
δ
(
(xs3)2 + xs3

)
(xs3)2 + 1

xs3 = −
√
−δ2 +

√
δ4 + 1,

Let us write ε3 as a function of ε1, ε2 and x̂. Since x ∈ S2,
we have

‖x‖ = ‖x̂− ε‖ = 1 (18)

which is a polynomial equation of degree two in ε3. The
resolution of equation (18) yields

ε3 = x̂3 ±
√

1− (x̂1 − ε1)2 − (x̂2 − ε2)2. (19)

In the following, we are going to study the stability of
(xsδ, 0) by linearization. Hence, we assume that (x̂, ε) is
close to (xsδ, 0) which is close to (xt, 0). Consequently,
in equation (19) we are only interested by the solution
having the plus sign in its expression.

Now, substituting the expression given by (19) in
system (17) yields a new system of the form

( ˙̂x, ˙̄ε)′ = Fδ(x̂, ε̄), Fδ : R5 → R5, (20)

where ε̄ = (ε1, ε2). The linearization of system (20)
around (xsδ, 0) is

( ˙̄x, ˙̄ε)′ = DFδ(xsδ, 0)[(x̄, ε̄)], (21)

where x̄ = x̂ − xsδ. A standard analysis shows that,
for δ small enough, the eigenvalues of DFδ(xsδ, 0) have
negative real parts. Consequently, (xsδ, 0) is a locally
asymptotically stable equilibrium point of (17).

Lemma 3.9: For δ small enough, system (17) admits
an unstable equilibrium point (xuδ , 0) arbitrarily close
to (−xt, 0) and the set of all trajectories converging to
(xuδ , 0) has zero measure.

Proof: Similar computations as in the proof of
Lemma 3.8 yields that system (17) can be rewritten
under the form

( ˙̂x, ˙̄ε)′ = Fδ(x̂, ε̄), Fδ : R5 → R5, (22)

where ε̄ = (ε1, ε2). The linearization of (22) around the

equilibrium point (xuδ , 0) arbitrarily close to (−xt, 0) is

( ˙̄x, ˙̄ε)′ = DFδ(xsδ, 0)[(x̄, ε̄)], (23)

where x̄ = x̂ − xuδ . A standard analysis shows that,
for δ small enough, DFδ(xuδ , 0) has two eigenvalues with
positive real parts and three with negative real parts.
The result follows from Lemma 2.4.

3) Step 3 : The main result: We are now ready to state
and prove our main result.

Theorem 3.10: The point (xsδ, 0) ∈ M is asymptoti-
cally stable for system (17), and its region of attraction
is an open, dense and of full measure subset of M .

Proof: From Corollary 3.7 we know that the error
converges to zero. The ω-limit points of system (17)
are then of the form (x̂, 0), with x̂ ∈ S2. In this case,
a trajectory in the ω-limit set satisfies the differential
equation 

˙̂x = A (λsδ(x̂)) x̂
ε̇ = 0
δ̇ = 0.

(24)

Set C− = {x ∈ S2 | x3 6 0} and consider the function
L : C− → R+ defined by

L(x̂) = 1
2‖x̂− x

s
δ‖2.

Along the trajectories of system (24), we have (since A(·)
is skew-symmetric)

L̇(x̂) = −(xsδ)′A (λsδ(x̂)) x̂.

The analysis of the maximum value of L̇ on C− indicates
that for all x̂ ∈ C−, L̇(x̂) 6 0 and L̇(x̂) = 0 if and only
if x̂ = xsδ. From LaSalle’s invariant principle, we get that
xsδ is asymptotically stable for system (24) and its region
of attraction contains C−.

A similar reasoning with C− replaced by C+ = {x ∈
S2 | x3 > 0}, L̇ 6 0 replaced by L̇ > 0, and xsδ replaced
by xuδ proves that any trajectory of (24) starting in C+ \
{xuδ } will enter C−, i.e. the basin of attraction of xsδ.
It follows that the ω-limit set of any trajectory of

system (17) is contained in the set {(xsδ, 0), (xuδ , 0)}.
However, from Lemma 3.8, the point (xsδ, 0) is locally
asymptotically stable. It follows that any trajectory goes
either to (xsδ, 0) or to (xuδ , 0). Since, from Lemma 3.9, the
set of trajectories converging to (xuδ , 0) has zero measure,
the Lemma follows.

Theorem 3.10 immediately yields the following Corol-
lary.

Corollary 3.11: For every neighborhood N of (xt, 0),
there exists δmax > 0 such that for all δ ∈ (0, δmax), N
contains an asymptotically stable attractor A (a point
in our case) for system (17). Moreover, the region of
attraction of A is an open, dense and of full measure
subset of M .

Remark 3.12: In more general situations (for example,
system (16) in Remark 3.5), Theorem 3.10 might not be
true, but Corollary 3.11 remains valid. Note that in such
a situation, the perturbation may depend on time but



-0.8
-0.6
-0.4
-0.2
0

0.2
0.4
0.6
0.8
1

x̂1(t) x̂2(t) x̂3(t)

time(s)
0 10 20 30

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8
ε1(t) ε2(t) ε3(t)

Fig. 1. State estimations and observation errors of system (9).

system (24) has to remain autonomous in order to apply
LaSalle’s Principle 1.

4) Numerical simulations: The theoretical results pre-
sented in the previous section have been tested by means
of a numerical simulation. The case of the quantum
system (1) has been treated and the observer was con-
structed using equation (7). The system has been sim-
ulated with e, r1 and r2 set to 1. The initial condi-
tions were arbitrarily set to x0 = (1, 0, 0) and x̂0 =
(1/
√

2, 1/
√

2, 0)2.
Fig. 1 shows the state variables of system (9) which is

clearly not a stabilizing device because, we see that the
error does not converge to zero but rather to a circle in
R3, and the estimation converges to a point (0, 0, a), i.e.
(x̂, ε) lies indeed in a domain Da,b (defined by (10)).
We now take a feedback control in order to make

the system observable, that is, we choose a perturbed
feedback control of the form (11). The simulations have
been made for two different values of the perturbation

1This difficulty can be overcome by considering a perturbation
solution of a finite dimensional ordinary differential equation.

2The choice of x̂0 ∈ S2 is legitimated by the fact that the state
of system (1) lies in S2.
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Fig. 2. State variables of system (1) with input u = λsδ(x̂) and for
δ = 0.1 and δ = 0.05.

of the stabilizing feedback control: δ = 0.1 and δ =
0.05. Fig. 2 shows, for both cases, the evolution of the
state variables, and Fig. 3 shows the evolution of the
observation errors. Notice that the thick aspect of the
drawn curves is due to the observation of an oscillating
system over a very long time.

In both cases, the simulations show that the observa-
tion errors converge to zero, which corroborates Corol-
lary 3.7 as well as the idea that perturbing the stabilizing
feedback makes the system observable. It is also clear
that the state converges to a point close to xt and that
this point is closer to xt for a smaller perturbation δ. This
is exactly the statement of Theorem 3.10 which asserts
that it is possible to asymptotically stabilize system (1)
to a point arbitrarily close to the target point xt.

However, notice that choosing a smaller perturbation
leads the system to converge closer but slower to the
target. The convergence can therefore be very slow.

C. Exact asymptotic stabilization
In order to stabilize (9) to the target point (xt, 0), we

add to the feedback a (small) perturbation that decreases
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Fig. 3. Observation errors of system (17) for δ = 0.1 and δ = 0.05.

as x̂ goes to xt, i.e. we consider

λsδ,α(x̂) = λs(x̂) + (δ, δ)((x̂3)α − 1), (25)

where δ is a positive constant and α is a positive even
number. We shall prove the following lemma which is
crucial for our purpose.

Lemma 3.13: All the inputs of the form (25) applied
to the full coupled system (9) make system (1) observable
on any time interval [0, T ], T > 0.

Proof: Suppose, contrarily to our claim, that there
exist a positive T and an input t 7→ u(t) = λsδ,α(x̂(t))
(with λsδ,α given by equation (25)) that renders system
(1) unobservable on [0, T ]. Such an input is solution of
system (9). This means that there exists a non-identically
vanishing function t 7→ ω(t) ∈ R3 such that, for all t ∈
[0, T ], we have

ω̇(t) = A(u(t))ω(t) = A(λsδ,α(x̂(t)))ω(t),
y(t) = Cω(t) = ω3(t) = 0. (26)

Differentiate equation (26) with respect to time to obtain

0 = ω̇3

= −u1ω1 − u2ω2 (27)
= −(x̂1 + δ((x̂3)α − 1))ω1 − (x̂2 + δ((x̂3)α − 1))ω2

= −x̂1ω1 − x̂2ω2 − δ((x̂3)α − 1)(ω1 + ω2). (28)

Differentiating once again yields

0 = ˙̂x1ω1 + x̂1ω̇1 + ˙̂x2ω2 + x̂2ω̇2

+ δα(x̂3)α−1 ˙̂x3(ω1 + ω2)
+ δ((x̂3)α − 1)(ω̇1 + ω̇2)

= (x̂2 + u1x̂3)ω1 + x̂1ω2 + (−x̂1 + u2x̂3)ω2 − x̂3ω1

+ δα(x̂3)α−1(−u1x̂3 − u2x̂2 − ε3)(ω1 + ω2)
+ δ((x̂3)α − 1)(ω2 − ω1)

3 = δα(x̂3)α−1(−x̂2
1 − x̂2

2 − ε3 − (x̂1 + x̂2)δ((x̂3)α − 1))
× (ω1 + ω2) + δ((x̂3)α − 1)(ω2 − ω1) (29)

Equations (28) and (29) are rewritten as Bω̄ = 0, where
ω̄ = (ω1, ω2) and R2×2 3 B depends on ε and x̂. Solving
det(B) = 0 being cumbersome, it is not detailed here.
However, one gets that det(B) = 0 if and only if (ε, x̂) =
(0, xt) or (ε, x̂) = (0,−xt). This means that provided
that (ε, x̂) 6= (0,±xt), ω(·) vanishes identically on [0, T ]
which is a contradiction.

We conclude that all the inputs of the form λsδ,α(x̂(·))
make system (1) observable provided that (ε, x̂) 6=
(0,±xt). If (ε, x̂) = (0,±xt), x3 = ±1 and since ‖x‖ = 1
we get x = ±xt.
With this lemma in hand, the proof of our stabilization
result will follow after three steps.

Remark 3.14: Although the computations are more
complicated, one can choose any α > 1 and consider |x̂3|
instead of x̂3 in (25).

1) Step 1: proof that the estimation error goes to zero:
Using the perturbed feedback as an input, the fully
coupled system (9) is rewritten as{ ˙̂x = A

(
λsδ,α(x̂)

)
x̂− C ′Cε

ε̇ =
(
A
(
λsδ,α(x̂)

)
− C ′C

)
ε, (x̂, ε) ∈M.

(30)

Fix T > 0. The same reasoning as in Subsection III-
B.1 yields that the mapping F : M → R+ given by
F (x̂0, ε0) = ind(λsδ,α (x̂(·)) , T ) is continuous.

Lemma 3.15: For any trajectory of the coupled system
(30), limt→+∞ ε(t) = 0.

Proof: In much the same way as in the proof of
Lemma 3.6, it follows that

{(x̂(t), ε(t)) | t > 0} ⊂ B̄(0, ‖ε0‖+ 1)× B̄(0, ‖ε0‖).

Define the compact set

Kn = B̄(0, ‖ε0‖+ 1)×
(
B̄(0, ‖ε0‖) \B(0, ‖ε0‖/2n)

)
and suppose that there exists n ∈ N such that

{(x̂(t), ε(t)) | t > 0} ⊂ Kn.

3According to (27)



In particular,

{(x̂(t), ε(t)) | t > θ} ⊂ Kn, ∀ θ > 0.

We infer that infKn
F 6 sup{F (x̂(t), ε(t)) | t > θ}, for

all θ > 0. It follows that for every fixed positive T ,

inf
Kn

F 6 lim sup
θ→+∞

F (x̂(θ), ε(θ))

= lim sup
θ→+∞

ind(λsδ,α
(
x̂(·+ θ)

)
, T ).

By continuity, the infimum of F over Kn is reached, and
is positive by the crucial Lemma 3.13. This means that
λsδ,α

(
x̂(·)

)
is a persistent input and by Theorem 3.3 that

the error goes to zero, which contradicts the hypothesis
that the trajectory stays in Kn. Consequently, there
exists a strictly increasing sequence (tn)n∈N such that for
all t > tn, ε(t) ∈ B(‖ε0‖/2n). Since ∩n∈NB(‖ε0‖/2n) =
{0}, we conclude that limt→+∞ ε(t) = 0

Remark 3.16: In Subsection III-B, the input λsδ
(
x̂(·)

)
is persistent and the convergence of the error towards
zero follows immediately from Theorem 3.3. In the
present subsection, the input λsδ,α

(
x̂(·)

)
is not persistent

and yet the error still goes to zero.

2) Step 2 : Local stability of (xt, 0) and instability of
(−xt, 0): In the present subsection, we prove that (xt, 0)
is a locally asymptotically stable equilibrium point for
system (30). We also prove that (−xt, 0) is an unstable
equilibrium point for system (30) and that the set of all
trajectories converging to (−xt, 0) has zero measure.

Lemma 3.17: The point (xt, 0) is locally asymptoti-
cally stable for system (30).

Proof: Since x ∈ M , we have ‖x‖ = ‖x̂ − ε‖ = 1,
which leads for x̂ close (enough) to (xt, 0),

x̂3 = ε3 −
√

1− (x̂1 − ε1)2 − (x̂2 − ε2)2.

Substituting x̂3 in (30) we obtain the system in R5:{
Ż1 = FZ1 + f(Z1, Z2)
Ż2 = GZ2 + g(Z1, Z2)

, (31)

where Z1 = (x̂1, x̂2, ε3), Z2 = (ε1, ε2),

F =

−1 1 αδ
−1 −1 αδ
0 0 −1

 , G =
(

0 1
−1 0

)
,

and f : R5 → R3 and g : R5 → R2 are C∞ functions
such that f(0) = 0, Df(0) = 0, g(0) = 0 and Dg(0) = 0.
Since the eigenvalues of G have zero real parts we cannot
conclude directly about the local stability of the origin.
However, the center manifold theory (see [13]) yields our
result. After simplifications, one gets that the dynamic
on the center manifold is given by{

ε̇1 = ε2 + o(‖(ε1, ε2)‖5)
ε̇2 = −ε1 − 4β(ε1 + ε2)(ε2

1 + ε2
2)2 + o(‖(ε1, ε2)‖5)

,

(32)

with β = α2δ2/32. Applying the change of variables{
z1 = ε1 − ε2

z2 = ε1 + ε2
,

one gets {
ż1 = z2 + βz2‖z‖4 + o(‖z‖5)
ż2 = −z1 − βz2‖z‖4 + o(‖z‖5)

, (33)

with z = (z1, z2). Let the mapping W : R2 → R given by

W (z) = z2
1 + β

2 z1z2‖z‖4 +
(
1 + β‖z‖4) z2

2

be the candidate Lyapunov function. One has

Ẇ (z) = −β2 ‖z‖
4(z2

1 + 3z2
2) + o(‖z‖6),

which is negative definite on a neighborhood of the
origin. From LaSalle’s principle, we conclude that the
origin is a locally asymptotically stable equilibrium point
for system (32). The result then follows using the center
manifold theorem [13, Theorem 2].

Lemma 3.18: The set of all trajectories of system (30)
converging to (xt, 0) has zero measure.

Proof: A similar computation as in the proof of
Lemma 3.17 yields that in a neighborhood of the point
(xt, 0) system (30) can be written{

Ż1 = FZ1 + f(Z1, Z2)
Ż2 = GZ2 + g(Z1, Z2)

, (34)

where F has an eigenvalue with negative real part and
two eigenvalues with zero real parts, G has eigenvalues
with positive real parts, Z1 and Z2 are vectors in R3

and R2 respectively and f and g are smooth maps in
a neighborhood N of 0 ∈ R5 such that f(0, 0) = 0,
g(0, 0) = 0, Df(0, 0) = 0 and Dg(0, 0) = 0. Since
the matrix G has eigenvalues with positive real parts,
according to Lemma 2.4, the result follows.

3) Step 3 : The main result: We are now ready to state
and prove our main result.

Theorem 3.19: Provided that δ ∈ (−
√

2/α,
√

2/α), the
point (xt, 0) ∈M is asymptotically stable for system (30)
and its region of attraction is an open, dense and of full
measure subset of M .

Proof: According to Lemma 3.15 the error converges
to zero. Hence, the ω-limit points of any trajectory of
system (30) are of the form (x̂, 0), with x̂ ∈ S2. In
this case, a trajectory in the ω-limit set satisfies the
differential system

˙̂x = A
(
λsδ,α(x̂)

)
x̂

ε̇ = 0
δ̇ = 0.

(35)

Let the mapping V : S2 → R defined in Section III-A.1
be a candidate Lyapunov function for system (35). One
has

V̇ (x̂) = ˙̂x3 = −(x̂2
1 + x̂2

2)− δ((x̂3)α − 1)(x̂1 + x̂2).



Using ‖x̂‖ = 1 and Bernoulli’s inequality one gets

(x̂3)α = (1− x̂2
1 − x̂2

2)α/2 > 1− α

2 (x̂2
1 + x̂2

2),

which yields

V̇ (x̂) 6 −(x̂2
1 + x̂2

2)
(

1− αδ

2 (x̂1 + x̂2)
)
.

Since −
√

2 6 x̂1 + x̂2 6
√

2, there exists δmax >
√

2/α
such that for all δ ∈ (−δmax, δmax), V̇ (x̂) 6 0 on S2.
The largest invariant set contained in {x̂ ∈ S2, V̇ (x̂) =
0} is then {−xt, xt}. It follows from LaSalle’s princi-
ple (see e.g. [12, Theorem 2]) that the ω-limit set of
any trajectory of system (30) is contained in the set
{(−xt, 0), (xt, 0)}. However, from Lemma 3.17, the point
(xt, 0) is locally asymptotically stable. It follows that any
trajectory goes either to (−xt, 0) or to (xt, 0). Since, from
Lemma 3.18, the set of trajectories converging to (−xt, 0)
has zero measure, the Lemma follows.

4) Numerical simulations: The theoretical results pre-
sented in the previous section have been tested by means
of a numerical simulation. The case of system (1) has
been treated and the observer was constructed using
equation (7). The initial conditions were arbitrarily set
to x0 = (1, 0, 0) and x̂0 = (1/

√
2, 1/
√

2, 0)4. We took a
feedback control in order to make the system observable,
that is, we chose a perturbed feedback control of the form
(25). The simulations have been made for two different
parameters of the perturbation of the stabilizing feed-
back control: (δ, α) = (0.1, 2) and (δ, α) = (0.1, 6). Fig. 4
shows, for both cases, the evolution of the state variables,
and Fig. 5 shows the evolution of the observation errors.
Notice that the thick aspect of the drawn curves is due
to the observation of an oscillating system over a very
long time.

In both cases, the simulations show that the ob-
servation errors converge to zero, which corroborates
Corollary 3.15 as well as the idea that perturbing the
stabilizing feedback enables the observer to fulfill his
task. It is also clear that the state converges to xt,
which is exactly the statement of Theorem 3.19. Notice
moreover that the convergence is faster as α increases.

A comparison between the present simulations and
those given in Subsection III-B enlightens that the con-
vergence is much slower in the present case. However, the
influence of the tuning parameters r1, r2, α and δ on the
convergence rate has not been explored and a thorough
study could be interesting.

IV. Generalizations

In Section III we tested, through a particular exam-
ple, our idea to perturb a feedback control in order to
stabilize system (1) to the target point xt by mean of
an output feedback. We believe that this idea is valid for
the more general situations exposed below.

4The choice of x̂0 ∈ S2 is legitimated by the fact that the state
of system (1) lies in S2.
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Fig. 4. State variables of system (1) with input u = λsδ,α(x̂) and
for (δ, α) = (0.1, 2) and (δ, α) = (0.1, 6).

A. Bilinear skew-symmetric systems
The method exposed in Section III can be extended to

all bilinear skew-symmetric systems of the form{
χ̇ = A(u)χ
η = Cχ,

(36)

where χ ∈ Sn−1 is the state, η ∈ Rp is the measured
output, u ∈ Rd is the control variable, C ∈ R1×n and
A(u) is a skew-symmetric matrix affine in u. The goal is
to stabilize system (36) at an equilibrium point χeq whose
corresponding control renders the system unobservable.
Of course, system (36) may admit other invariant sets.

Using the same Luenberger-like observer as in Section
III-A.2, the controller-observer system corresponding to
system (36) is then{ ˙̂χ = A (λsδ(χ̂)) χ̂− C ′Cξ

ξ̇ = (A (λsδ(χ̂))− C ′C) ξ, (χ̂, ξ) ∈M,
(37)

where χ̂ is the state estimate, ξ is the observation error
and M = {(χ̂, ξ) ∈ Rn × Rn | ‖χ̂− ξ‖ = 1}.

Suppose that there exists a state feedback λs(·) sta-
bilizing system (36) at χeq. Denote by A the region of
attraction of χeq. The general steps are the following.
1) Find a (small) perturbation λ̃(·) of λs(·) such that
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Fig. 5. Observation errors of system (30) for (δ, α) = (0.1, 2) and
(δ, α) = (0.1, 6).

λ̃(·) used as a state feedback stabilizes system (36)
at χeq and such that the input λ̃(χ̂(·)) makes the
observation error go to zero.

2) Prove that the equilibrium point (χeq, 0) is (Lya-
punov) stable for system (37) and prove that the
invariant subsets of B = {(χ̂, ξ) ∈ Rn ×Rn | χ̂− ξ ∈
A} have zero measure.

3) Using ω-limit arguments, prove that (−χeq, 0) is
asymptotically stable for system (37) and that its
region of attraction is an open and dense subset of
B that has full measure.

This generalization to bilinear skew-symmetric systems
is only the very first step toward a far more general
situation described below.

B. Immersion into bilinear skew-adjoint systems
Consider an analytic affine control system on a con-

nected smooth manifold X ẋ = F0(x) +
d∑
i=1

uiFi(x)

y = h(x),
(Σ)

where x ∈ X is the state, y ∈ Rp is the observation,
u = (u1, · · · , ud) ∈ Rd is the control variable and the

vector fields Fi, i = 1, . . . , d are complete. The problem
is to stabilize system (Σ) at some equilibrium point xeq
(supposed to exist).

Set F = {F0 +
∑d
i=1 uiFi, u ∈ Rd}. Denote by Lie(F)

the Lie algebra generated by the family F and define
Gr(F) = {etkfk ◦ · · · ◦ et1f1 | ti ∈ R, fi ∈ F , k ∈ N} to be
the group of the system. Also, following [3], let Obs(Σ)
denote the observation space of (Σ), i.e. the smallest
vector subspace of C∞(X) containing the observation
function h and closed under the Lie derivation along
elements of F .

Suppose that Lie(F) is a finite dimensional Lie algebra
and that system (Σ) is observable and orbit minimal (i.e.
Gr(F) acts transitively on X). Then, according to [3,
Theorem 6], system (Σ) can be immersed into a finite
dimensional bilinear skew-adjoint system if and only if
Obs(Σ) is finite dimensional and a lift of h on Gr(F) is
almost periodic (for precise definitions, see [14]).
There is another possible generalization when Lie(F) is
finite dimensional but Obs(Σ) is not. In this case, if a
lift of h on Gr(F) is a coefficient of a unitary repre-
sentation of Gr(F) then system (Σ) can be immersed
into an infinite dimensional skew-adjoint bilinear system.
Alternatively, if a lift of h on Gr(F) is not a coefficient of
a unitary representation of Gr(F), it is always possible to
approximate the lift of h by a linear combination of pure
positive-definite functions (see [14, Corollary 13.6.5]) and
immerse the resulting system into an infinite dimensional
skew-adjoint bilinear system. Notice that this approxi-
mation necessarily yields to practical stabilization and
thus to a theorem having the taste of Corollary 3.11.
The generalization exposed in Subsection IV-A to infinite
dimensional systems is more involved and its extension
will not be exposed here (for an infinite dimensional
version of the center manifold theorem, see e.g. [15]).

C. Immersion into bilinear non skew-adjoint systems
If the observation space is finite dimensional, then (Σ)

can be immersed into a finite dimensional bilinear (not
necessarily skew-adjoint) system (see [16]). For general
bilinear control systems, there is another natural gen-
eralization of the above situation. The observer is (the
deterministic version of) the (time dependent) Kalman
filter, i.e.{

Ṡ = −A′ (u(x̂))S − SA (u(x̂)) + C ′R−1C − SQS
˙̂x = A (u(x̂)) x̂− S−1C ′Cε,

for some positive definite matrices R and Q.
Again, since S is bounded from below by the ob-

servability index, the same scheme of reasoning could
be applied. Notice that the dimension of the observer,
although finite, can be very big. A natural question
then arises: if the observation space is finite dimensional
and a lift of h on Gr(F) is a coefficient of a unitary
representation of Gr(F), is it better to immerse (Σ) in
an infinite dimensional bilinear skew-adjoint system or
in a finite dimensional bilinear non skew-adjoint one ?



V. Conclusion and remarks
In this paper, we have analysed via an example the

problem of output feedback stabilization when the point
where we want to stabilize the system to corresponds to
a control value that makes it unobservable.

Our main result (Theorem 3.10) show that adding a
small well-chosen perturbation to the stabilizing feedback
control allows to asymptotically stabilize the system to
the target point.

We do believe that although the example treated in
Section III satisfies the hypothesis of null-observability
introduced by Coron (see [5, Definition 2.3] for the pre-
cise definition) which is necessary (for analytic systems)
and sufficient for local stabilizability in small time by
means of a continuous dynamic periodic time-varying
output feedback law, our result should apply to a wider
class of systems.
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