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A�������. We consider the motion planning problem, when the nonholo-

nomic constraints are given by a strong-bracket-generating distribution. Ap-

proximating a nonadmissible trajectory by an admissible one in the subrie-

mannian setting, we prove a theorem which provides an exact asymptotic

estimate of the "interpolation entropy" in the case of a free nilpotent algebra

of first brackets. This theorem shows that we can approximate in an asymp-

totically optimal way using sinusoidal fastly oscillating controls.

In the general case we obtain similar results, however the estimates are less

explicit.
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The "Motion-Planning-Problem" treated below is a particular case of the very
general problem, of outstanding importance in control theory: given a control sys-
tem, and given a non-admissible trajectory (i.e. any parametrized curve Γ in the
phase space, which is not a trajectory of the system), approximate it by an admis-
sible one in some optimal way.

The particular case we consider here is the case of a kinematic system, defined
by a linear set of nonholonomic constraints (i.e. a nonintegrable distribution). We
will approximate in the "subriemannian sense".

For the main definitions and constructions we refer to the series of works of the
authors [6, 7, 8, 9, 10, 11] and the series of works of F. Jean [13, 14, 15].

In particular there is a small parameter ε (we want to approximate up to ε),
and certain quantities f(ε), g(ε) go to +∞ when ε tends to zero. We say that such

quantities are equivalent (f � g) if limε→0
f(ε)
g(ε) = 1. If ∆ denotes the distribution

(specifying the nonholonomic constraints) then we take a Riemannian metric g over
∆, which allows to measure the length of tangent vectors to admissible curves, and
therefore the length of admissible curves. Then (∆, g) is called a subriemannian
metric, which we assume to be strong (or one-step) bracket generating. It means
that the first bracket is enough to generate the full tangent space. The resulting
subriemannian distance is denoted by d(x, y).

The problem is local around the given compact curve Γ with no self intersection.
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Hence we can always assume that the phase space is some open set in Rn. The

rank of the distribution will be denoted by p, and we can always assume the exis-

tence of a global orthonormal frame F for the metric over ∆, F = (F1, ...Fp).

The problem can be stated in "control system form":

(1.1) ẋ =

p∑
i=1

Fi(x)ui,

we can always choose the Fi, i = 1, ..., p, to be an orthonormal frame for the
metric, the distribution∆ being just span(F1, ..., Fp) and the length of an admissible
curve γ : [0, T ]→ R

n corresponding to a control u(t), t ∈ [0, T ] being just:

l(γ) =

T∫
0

√√√√ p∑
i=1

(ui)2dt

Definition 1. A motion planning problem P is a triple P = (∆, g,Γ), where (∆, g)
is a rank p strong-bracket-generating subriemannian metric over Rn and Γ : [0, T ]→
R
n is a smooth curve, nowhere tangent to ∆. The set of motion planning problems

is endowed with the C∞ topology over compact sets.

We are interested in analytic or generic (w.r.t. the topology defined above)
motion planning problems only. Mainly, Γ and ∆ are transversal except maybe
at some isolated points, and when some singularities of ∆ appear along Γ, they
are always isolated along Γ. For the treatment of these isolated singularities see
Remark 2, item 2, below.

Definition 2. The interpolation entropy E(ε) of P is 1

ε
times the minimum length

of an admissible curve γε connecting the endpoints Γ(0),Γ(T ) of Γ, and ε-interpolating

Γ, that is, in any segment of γε of length ≥ ε, there is a point of Γ.

This quantity E(ε) is a function of ε which tends to +∞ as ε tends to zero. It

is considered up to equivalence.

Definition 3. An asymptotic optimal synthesis for P is a one-parameter fam-

ily γε : [0, Tγε ] → R
n of admissible curves (we assume they are arclength parame-

trized, i.e.
∑p

i=1(ui(t))
2 = 1), which realize an equivalent of the entropy, i.e.:

1. γε(0) = Γ(0), γε(Tγε) = Γ(1),
2. γε is ε(1+ εα)-interpolating, i.e. γε connects (a finite number of) points of Γ

by pieces of length less than or equal to ε(1 + εα) for a certain real α > 0.

4. E(ε) � l(γε)
ε

.

Definition 4. Given a one parameter family of (absolutely continuous, arclength
parametrized) admissible curves γε : [0, Tγε ] → R

n, an ε-modification of γε is
another one parameter family of (absolutely continuous, arclength parametrized)
admissible curves γ̃ε : [0, Tγ̃ε ] → R

n such that for all ε and for some α > 0, if
[0, Tγε ] is splitted into subintervals of length ε, [0, ε], [ε, 2ε], [2ε, 3ε], then:

1. [0, Tγ̃ε ] is splitted into corresponding intervals, [0, ε1], [ε1, ε1+ε2], [ε1+ε2, ε1+
ε2 + ε3], with ε ≤ εi < ε(1 + εα), i = 1, 2, ...

2. for each couple of an interval I1 = [εi, εi + ε], and the respective interval
I2 = [iε, (i+ 1)ε] d

dt
(γ̃) and d

dt
(γ), coincide over I2, i.e.:

d

dt
(γ̃)(εi + t) =

d

dt
(γ)(iε+ t), for almost all t ∈ [0, ε].
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Remark 1. This concept of an ε-modification is for the following use: we will
construct asymptotic optimal syntheses for certain "approximating model" of the
problem (called nilpotent approximation, to be defined later). Then, the asymptotic
optimal syntheses have to be slightly modified in order to realize the interpolation
constraints for the original (non-modified) problem. This has to be done "slightly"
for the length of paths remaining equivalent.

To state our main result, we need the definition of the invariants of the problem.

Let Ω be the affine subspace of one-forms ω vanishing on ∆ and taking value 1
on Γ̇. For ω ∈ Ω, the restriction to ∆ of its exterior derivative, dω|∆ defines a one
parameter family Aθ along Γ of g-skew symmetric endomorphisms of ∆ as follows:

∀θ ∈ [0, T ], ∀X,Y ∈ ∆Γ(θ), < AθX,Y >g= dω(X,Y ).

For a fixed value of θ, the set Aθ of these endomorphisms Aθ is an affine subspace
of the space of endomorphisms of ∆θ.

Hence, we have a one parameter family A of such affine spaces Aθ. The affine
space Aθ is defined by a parallel vector subspace Bθ and a one parameter family Λθ

of endomorphisms which shifts Bθ to Aθ. Moreover, Λθ can be chosen uniquely in
such a way that it is orthogonal to Bθ with respect to the Hilbert-Schmidt scalar
product over End(∆θ), i.e.:

traceg(Λ
′
θBθ) = 0,

where Λ′ denotes the transpose of Λ.
Then, the decreasingly ordered sequence Sθ of the moduli of eigenvalues of Λθ,

Sθ = (λ1θ, ..., λ
r
θ), with r = [p/2], (integer part of p

2), is the main invariant of the
problem.

We will say that θ∗ is a bifurcation point of the continuous 1-parameter family
{Sθ} if the order λ

1
θ ≥ · · · ≥ λrθ ≥ 0 is not constant in neigbourhood of θ∗, meaning

that at least one strong inequality changes for equality, or vice versa, when θ varies
in neighbourhood of θ∗. A smooth one parameter family of skew symmetric matrices
is said to be regular if there are only finitely many bifurcation points and, on each
of the subintervals obtained after removing the bifurcation points, the family can
be smoothly block-diagonalized, with blocks of size 2.

Any Cω one parameter family is regular (see [16]). In our previous paper [7], we
show that the bad set U of smooth one-parameter families which are not regular has
infinite codimension in the space of all one parameter families. To summarize,
in the regular case, the λ1θ, ..., λ

r
θ are continuous functions in a parameter θ along Γ,

Γ can be splitted into a finite number of open pieces (excluding bifurcation points)
on which the ordered sequence Sθ = (λ1θ, ..., λ

r
θ) is a smooth function of θ and the

matrix family Λθ can be smoothly block-diagonalized.

Denote by k = n− p the codimension of the distribution.

Definition 5. (Free Case) If the codimension k = p(p−1)
2 , i.e. the dimension k

of TRn/∆ is equal to the dimension of the second homogeneous component of the

free Lie algebra with p generators, we say that this case is free.

Our first main result is the following:
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Theorem 1. (Free case) We assume that the motion planning problem P =
(∆, g,Γ) is either analytic or the family Λθ is regular. Then,

(1) the entropy E(ε) is given by the formula:

(1.2) E(ε) =
2π

ε2

∫ T

0

∑r
j=1 jλ

j
θ

∑r

j=1(λ
j
θ)
2
dθ,

and
(2) excluding a finite number of bifurcation points, there is a splitting of Γ into

a finite number of (open) pieces, and in a neighborhood of each of these pieces
there exists an orthonormal frame field F = (F1, ...Fp) such that: an asymptotic
optimal synthesis is an ε-modification of the one-parameter family of trajectories
ξε(t) determined by applying the feedback controls:

u2j−1(t) = −

√√√√ jλ
j

θ(t)∑r

j=1 jλ
j

θ(t)

sin(
2πjt

ε
),(1.3)

u2j(t) =

√√√√ jλ
j

θ(t)∑r

j=1 jλ
j

θ(t)

cos(
2πjt

ε
), j = 1, ..., r

u2r+1(t) = 0 if p is odd .

In the last formula, θ(t) = w(ξε(t)), where w is a smooth projection of the point
ξε(t) to Γ, w : Rn → Γ. For instance, we can chose the orthogonal projection to the
w-axis in any normal coordinate system, defined below.

If the eigenvalues are distinct then the operator Λθ has unique 2-dimensional
"eigen-spaces" in D, corresponding to different λi. These eigen-spaces are spanned
by corresponding vector fields in the family (F1, ...Fp).

Dropping the interpolation requirement the theorem states, together with the
proposition 1 (3) below, that a non-admissible trajectory Γ can be approximated by
an admissible trajectory corresponding to fastly oscillating trigonometric controls,
with pulsation equal to successive small multiples of the single basic pulsation 2π

ε
.

If the admissible trajectory starts from a point in Γ, after each pulse it returns
close to Γ (at the distance of order ε1+α, α > 0) and it can be "corrected" (ε-
modified) to meet again Γ in additional time of order ε1+α.

In the non-free case the results are less explicit. Contrarily to the free case,
the subspace Bθ of the space so(∆θ) of g-skew symmetric matrices over ∆θ has

codimension larger than 1. For a fixed value of θ, let us consider the family b̃θ
of all supplements B̃θ of Λθ, i.e. hyperspaces which do not contain Λθ ∈ so(∆θ),

but contain the subspace Bθ. We get a new affine space ˜Aθ = Λθ + B̃θ = Λ̃θ + B̃θ,
where Λ̃θ is defined uniquely by the fact that it is Hilbert-Schmidt orthogonal to
B̃θ. Nonzero ordered eigenvalues of Λ̃θ are denoted by λ̃1θ, ..., λ̃

r
θ.

Theorem 2. (General case) Assume that the motion planning problem P =
(∆, g,Γ) is analytic. Then:

(1) the entropy is given by the formula:

(1.4) E(ε) =
2π

ε2

∫
T

0

min
B̃θ∈b̃θ

∑r

j=1 jλ̃
j
θ

∑r
j=1(λ̃

j
θ)
2
dθ,
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(2) there is a partition of [0, T [ into a finite number of subintervals [Ti, Ti+1[,
i = 1, ..., s, and for each i, there is an integer number ri ≤ [p

2
] and an analytic

orthonormal frame field F = (F i
1, ...F

i
p) such that an asymptotic optimal synthesis

on [Ti, Ti+1[ is an ε-modification of a one parameter family ξε(t) of trajectories
determined by applying time dependant fastly oscillating feedback controls:

ui2j−1(t) = −σ
i

j(θ(t)) sin(
2πjt

ε
),

ui
2j(t) = σi

j(θ(t)) cos(
2πjt

ε
) j = 1, ..., ri,

uij(t) = 0, if j > ri,

where θ(t) = w(ξε(t)), and w : Rn
→ Γ is a smooth projection, as in Theorem 1.

Remark 2. 1. The main difference to the free case is that it is not the family
of operators Λθ which plays the crucial role in the formula for the entropy and
for determining the two dimensional "eigen-subspaces" in the distribution (if the

eigenvalues are distinct). The role of Λθ is taken by a family of operators Λ̃∗θ which
realize the minimum in the formula (1.4). This family does not necessarily depend
continuously on θ. The amplitudes of the oscillating controls can be defined (like in

the free case) in terms of the eigenvalues of the operator Λ̃∗θ realizing the minimum
in the formula for the entropy.

2. The numbers ri may depend on i and they are equal to the ranks of the matrix
Λ̃∗θ, constant on the subintervals mentioned in the theorem. In the section 4, we
recall the fact that, for p = 4, n = 9, it is generic (precisely, it is open in the
C∞ topology) that the integers ri (in Theorem 2), i.e. the number of effective
multiple pulsations needed in the asymptotic optimal syntheses can be equal to 1

on certain subintervals and to 2 on other subintervals. In this special case

the computations can provide an explicit result.

3. If the motion planning problem is generic, but Γ crosses transversally a codi-

mension 1 surface Sing where ∆ is not one-step bracket generating, then the "Log-

arithmic lemma" from [7], [10], [11] provides an explicit formula for the entropy

which depends only on the system data near crossing points: the time necessary to

cross dominates.

The present results generalize our previous works in the one-step bracket gen-
erating case. They contain our previous result in the free 4-10 case. In principle,
using the formula (1.4) one should also be able to recover our previous results in
the non free case (and in particular the results relative to the corank k ≤ 3, or the
results in the 4-9 case). However, deriving these results from Formula 1.4 is still a
difficult problem. This is due to the nontriviality of the minimization problem in
(1.4). We state this problem more explicitly.

Problem 1. Let so(R, p) denote the vector space of skew symmetric matrices of size

p = 2r, or p = 2r+1, endowed with the scalar product (A,B) = trace(A′B). Suppose
we are given an affine subspace A ⊂so(R, p) not containing the origin. Denote by

H(A) the set of all hyperplanes ˜A ⊂ so(R, p) not containing the origin and such

that A ⊂ ˜A . Find an explicit formula or a simple algorithm for the value

J(A) = min
˜A∈H(A)

{e(Λ( ˜A))}
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where Λ( ˜A) is the element Λ ∈ so(R, p) such that ˜A = Λ+B, with B ⊂so(R, p) - a

vector space, and Λ orthogonal to B, and

e(Λ) =

∑r

j=1 jλj∑r

j=1(λj)2

where λ1, ..., λr denote the absolute values of the eigenvalues of Λ.

Proposition 4 and the next theorem provide bounds from above and from below

to the solutions of this problem. Define:

ψ(θ) =
√

trace(Λ′
θ
Λθ),

and

χ(θ) = max
B̃θ∈b̃θ

||Λ̃θ||.

Theorem 3.

(1)
2π
√
2

ε2

∫
T

0

dθ

ψ(θ)
≤ E(ε) ≤

2π

ε2

∫
T

0

Brdθ

ψ(θ)
,(1.5)

(2)
2π

ε2

∫ T

0

dθ

χ(θ)
≤ E(ε) ≤

2π

ε2

∫ T

0

Crdθ

χ(θ)
,

where

Br =
1

2
(r + 1)

√
2r, Cr =

1

4
r
√
r + 3 +

1

2
,

with r = [p
2
].

Remark 3. 1. The estimate (1.5), item (1) is especially effective as it does not
require to find any maximum.

2. The estimate (1.5) item(2) coincides (up to factor 2, see remark 4) with the
estimate (3.2) given in our previous paper [10], in the special case of n = 10 and
p = 4. It becomes equality when r = 1.

3.If we have an a priori knowledge that on some subinterval I ⊂ [0, T ] the max-

imal j such that λj
θ �= 0 is bounded by r∗, for Λθ realizing the minimum in (1.4),

then the constants Br and Cr can be replaced by Br∗ and Cr∗ , on that subinterval.
For instance, if the corank k ≤ 3 we know from [8] that generically r = 1, and the
estimate (1.5) item(2) becomes equality.

2. P������������

For a motion planning problem P = (∆, g,Γ), where∆ is strong bracket generating.It
was proven in [8] that there are coordinates (called normal coordinates) (x, y,w)
on an open neighborhood of Γ, x = (x1, ..., xp) ∈ R

p, y = (y1, ..., yk−1) ∈ R
k−1,

w ∈ R, such that the following properties hold.

(1) The parametrized curve Γ is just the set {x = 0, y = 0}, i.e. Γ(w) = (0, 0, w).
(2) Denote by Σ the surface defined by the equation x = 0. Subriemannian dis-

tance from an arbitrary point ξ = (x, y, w) toΣ is as follows: d(Σ, ξ) =
√
(x1)2 + ...+ (xp)2.

The geodesic minimizing the distance from an arbitrary point ξ = (x, y, w) to Σ is
the straight line through ξ perpendicular to Σ.

(3) The restriction ∆|Σ of the distribution to the surface Σ consists of the hori-
zontal planes which are common kernels of dy1, ..., dyk−1, dw and the metric g along
Σ is (dx1)

2 + ....+ (dxp)
2.
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(4) At any point q = (0, 0, w̃) ∈ Γ, the tensor mapping [., .]/∆q
: ∆q × ∆q →

TqR
n/∆q, (X,Y )→ [X,Y ] + ∆q has the following expression:

[X,Y ]/∆q
= 2(y

∂

∂y
, w

∂

∂w
) with(2.1)

yi = X ′Li(w̃)Y, i = 1, ..., k − 1, w = X′M(w̃)Y,

where Li(w) andM(w) are independent skew symmetric matrices, depending smoothly
upon w.

In fact the surface Σ is a parametrization of the factor space TRn/∆.

Remark 4. Notice that for the sake of simplicity of the normal form, the formula
(2.1) differs by a factor 2 from the respective formulas in our previous papers.
Therefore one should be aware that all the expressions for the entropy in this paper
also differ by this factor.

Notice that the affine space A of one-parameter-families of g-skew symmetric

endomorphisms of ∆ defined in Section 1, in normal coordinates, coincides with

the affine one-parameter-family of pencils of skew symmetric matrices:

M(w) +
k−1∑
i=1

λiLi(w).

Given a normal coordinate system, the nilpotent approximation of the prob-
lem P along Γ is the simplified problem N (P), with the same Γ, and with the
subriemannian metric specified in normal coordinates by the following control sys-
tem, with control u ∈ Rp

(2.2) N (P)

⎧⎨
⎩

ẋ = u,

ẏi = x′Li(w)u, i = 1, ..., k − 1,
ẇ = x′M(w)u.

and the metric consisting of minimizing
∫ √

(u1)2 + ...+ (up)2dt.
In fact the nilpotent approximation "dominates" P in a neighborhood of Γ.
Let Cε be the cylinder Cε = {ξ, d(Σ, ξ) ≤ ε}. In fact, restricting to the cylinder

Cε, the original problem P can be also written as a control system:

ẋ = u+O1(ε
2)(2.3)

ẏi = x′Li(w)u+O2(ε
2), i = 1, ..., k − 1,

ẇ = x′M(w)u+O3(ε
2),

where Oi(ε
2) are smooth functions bounded by Cε2 for some appropriate positive

constant C.

Notice a very important point: these normal forms are invariant under the action
of the orthogonal group over∆ (changes of coordinates in∆ have to be compensated
by gauge transformations). Notice also that a change of normal coordinates of the
form:

(2.4) w̃ = w +
k−1∑

i=1

λi(w) yi,
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leaves invariant the formulas (2.2, 2.3) above. Also, it doesn’t change the curve Γ,
neither its parametrization, The only change is that the matrix M(w) becomes:

(2.5) M̃(w) = M(w) +
k−1∑

i=1

λi(w) Li(w).

Therefore, there is a unique (smooth) choice of the functions λi(w) to get:

(2.6) trace(Li(w)M̃(w)′) = 0, for i = 1, ..., k − 1.

In the following we will keep the previous notation M for M̃.

Proposition 1. (1) The entropy of a motion planning problem is equivalent to that
of its nilpotent approximation.

(2) An asymptotic optimal synthesis for P is obtained as an ε-modification of an
asymptotic optimal synthesis for the nilpotent approximation N (P),

(3) Leaving out the interpolation requirement, an asymptotic optimal synthesis
γε for the nilpotent approximation N (P) ε-approximates Γ. That is, applying the
same controls to the original system, the resulting trajectory remains at a distance
less than 2ε from Γ, in particular γε(0) = Γ(0), γε(Tε) is at a distance less than 2ε
from Γ(T ).

The proposition was mainly proven in [10] (Theorem8). Only item (3) requires
some minor modification.

3. P���� �� ��� �������

3.1. Proof of Theorem 1. We prove the theorem for even p only. The proof for
odd p requires a few obvious modifications.

At first, using the proposition 1, (1-2), we reduce the system to the nilpotent
approximation. Moreover, due to the quasi-homogeneity of this nilpotent approxi-
mation, we may drop ε, and consider a system (in normal coordinates) with frozen
invariants, up to certain ε-modification:

ẋ = u,(3.1)

ẏi = x′Liu, i = 1, ..., k − 1,

ẇ = x′Mu.

In fact the distance between the trajectories of the frozen system and the genuine
one issued from the same point is of order ε2, during a time interval of length ε.

To solve the problem, it is enough to find a closed curve u(t), t ∈ [0, 1] on the unit
sphere ||u(t)||2 = 1, u(0) = u(1), which provides a solution of the frozen problem
(3.1) with zero initial condition: x(0) = 0, y(0) = 0, w(0) = 0, terminal conditions
x(1) = 0, y(1) = 0, and with maximum possible value of w(1).

Proposition 2. (1)This maximizing solution does exist (see [10]) and is given by
a particular solution of the linear O.D.E u̇ = Su for some skew symmetric matrix

S.

This proposition is an immediate consequence of Pontriaguin’s maximum prin-
ciple.
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In other words the maximizing trajectory denoted by γ(t), is determined by some
skew-symmetric matrix S and initial unit vector u0, ||u0|| = 1, according to the
formulas:

(3.2) u(t) = eStu0,

(3.3) x(t) = (

∫ t

0

eSτdτ)u0.

The trajectory must satisfy the interpolation constraints:

(3.4) x(1) = 0, equivalently (

∫ 1

0

eSτdτ)u0 = 0,

and

(3.5) y(1) = 0, equivalently

∫
1

0

x′(τ)Lju(τ) = 0,

for any j = 1, ..., N and Lj forming a basis of the linear hyperspace B.
Notice that a trajectory does not define the matrix S uniquely. In fact, the

following alterations of the matrices S are possible.
Consider a basis in which S has a block-diagonal form with 2× 2 blocks of the

form Jα =

(
0 α

−α 0

)
. Consider a decomposition of the vector u0 into the sum

u0 = u1 + ... + ur of its orthogonal projections uj to the block-coordinate planes
(e1, e2), (e3, e4), ..., (e2m−1, e2m).

Assume some projection uj vanishes. Then the respective block can be modified
arbitrarily (for example changed for the zero block). Indeed, there is no influence of
these blocks on the trajectories. Moreover if the matrix S has multiple eigenvalues
±iα, then on the eigensubspace R2r of ±iα there is a multiple choice of the or-
thogonal basis (up to the action of the subgroup of the orthogonal group SO(2r,R)
which commutes with the restriction S|R2r). The projection of the vector u0 to R2r

can be chosen colinear to the first basis vector in this subspace. Then the projection

of the trajectory lies in the first block. Therefore if r ≥ 2 the other blocks may be

taken vanishing.

Thus we have shown the following.

Proposition 3. For any control trajectory u = eStu0 there is a unique matrix S̃

with simple nonzero eigenvalues and maximum possible kernel subspace such that

eStu0 = eS̃tu0.

We call this matrix adapted to the solution γ(t).

Lemma 1. 1. The nonzero eigenvalues of S̃ are distinct integer multiples of 2π
√
−1.

2. An adapted matrix S̃ has a block-diagonal eigenbasis which is also a block-

diagonal eigenbasis for the matrix M .

Proof. Item 1 follows from the interpolation requirement (3.4) projected to the

block subspace. In other words, the matrix
∫
1

0
eJατdτ is equal to 0 iff α = 2kπ,

k ∈ Z\{0}.
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To prove the item 2, suppose that Lj in (3.5) is the matrix ei,j of the basic
exterior two-form ωi,j = dxi ∧ dxj where the coordinates xi and xj are coordinate
functions in the eigenbasis, corresponding to two different diagonal blocks.

Since Ii,j =
∫
1

0
x′(t)ei,ju(t)dt vanishes for these i and j, the forms ωi,j belong to

the hyperspace B of 2-forms (or skew-symmetric matrices) which provide (3.5).
Therefore, writing explicitly in the same basis trace(M ′ωi,j) = 0, we get Mi,j =

0. This means exactly that the blocks corresponding to nonzero values of α and the
kernel subspaces of S̃ are eigenspaces for M. �

Denote by αk the imaginary part of nonzero eigenvalues of S̃. For definiteness
we will chose αk = 2πβk, k = 1, ..., r, where βk is a strictly negative integer and
r = p

2
. Also M and S̃ are diagonal in the same basis, and we work in this basis.

Set the (moduli of the) nonzero eigenvalues of M in the decreasing order: λ1 ≥
λ2 ≥ .. ≥ λl > 0. The other eigenvalues λl+1, ..., λr vanish. Then, by an easy direct
computation we get:

(3.6) χk =

∫ 1

0

x′(τ)e2k−1,2ku(τ)dτ = −
||uk||

2

αk

if αk �= 0, otherwise χk = 0.

Indeed, if αk = 0, then uk = 0 due to requirement (3.4). Hence we have:

(3.7) w(1) = −
l∑

k=1

λkχk,

Due to the interpolation requirement for the components yi, for any choice of
bk, the condition

∑
r

k=1
λkbk = 0 implies that

∑
r

k=1
bkχk = 0. Hence the χk are

proportional to λk, χk = −δλk for some nonzero constant δ. It gives:

w(1) = −
l∑

k=1

(λk)
2δ,

Notice that if some λk is nonzero then χk is nonzero and therefore βk is nonzero.

The remaining constraint (due to the arclength parametrization of the optimal
curves) is: ||u0|| =

∑r

k=1
||uk||

2 = 1. It implies that 1 = δ
∑r

k=1
αkλk and

w(1) = −
1∑

r

k=1
αkλk

l∑

k=1

(λk)
2.

Since the vectors (χk) and (λk) are proportional then the integers r and l are equal.
Therefore:

w(1) = −
1

∑l

k=1
αkλk

l∑

k=1

(λk)
2 = −

1∑
r

k=1
αkλk

r∑

k=1

(λk)
2

This quantity w(1) has to be maximum and the βk = αk

2π
are nonzero different

integers. Clearly, the maximum is attained for βk = −k. Finally,

w(1) =
1

2π

∑r

k=1
(λk)

2

∑r

k=1
kλk

.

The expression (1.3) of the controls follows, which completes the proof of Theorem
1.
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3.2. Proof of Theorem 2. Statement (2). As earlier, using Proposition 1, (1-2),
we reduce the system to its nilpotent approximation. As before we drop ε,
and we get (in normal coordinates):⎧⎨

⎩
ẋ = u,

ẏi = x′Li(w)u, i = 1, ..., l,
ẇ = x′M(w)u.

Now l <
p(p−1)

2 − 1. The matrices Li(w) or M(w) are analytic functions of w.

Further on, as in the previous section, the main term in the ε-asymptotics is
given by the integration upon an interval [0,W ] on the w-axis of the system with
frozen invariants. So we consider the following problem Pw̃ where w̃ is a constant:

(3.8) Pw̃

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ẋ = u,

ẏj = x′Lj(w̃)u, j = 1, ..., l,
ẇ = x′M(w̃)u, with the additional conditions:
yj(0) = yj(1) = 0, j = 1, ..., l, (1)
xi(0) = xi(1) = 0, i = 1, ..., p (2)

w(1) is maximum among the subriemannian geodesics. (3)

As before the condition (3) is equivalent to the maximization of w(1) among
curves with

∑p

i=1(ui)
2 = 1. We limit ourselves to the case where p is even, p =

2r. The proof of the odd case is an obvious modification.

As suggested by the earlier proof, due to the interpolation conditions (2) and to
the Maximum Principle, for fixed w̃ we should look for an orthogonal matrix H(w̃),
an integer vector k(w̃) = (k1(w̃) ≥ ... ≥ kr(w̃) ≥ 0), and a vector v0(w̃) ∈ R

p,

||v0(w̃)|| = 1, such that

u̇ = H(w̃)S(w̃)H(w̃)′u, u(0) = H(w̃)v0(w̃)

meeting the other conditions (1), (2), (3), with S(w̃) = BD(2πk1(w̃)J, ..., 2πkr(w̃)J),

J =

(
0 1
−1 0

)
, and v0(w̃)2j−1 = v0(w̃)2j = 0 if kj(w̃) = 0. Computing u(t) and

x(t), we can find w(1) in a form analogous to formula (3.7),

(3.9) w(1) =
r∑

i=1

λ̄j(H(w̃), v0(w̃))
1

kj(w̃)
,

where the λ̄j are analytic, uniformly bounded functions of the arguments (not
coinciding with the earlier λi). We will later show the following property:

(Q) the kj(w̃) are bounded by [
p

2
].

.

Then, we have to maximize w(1) among a finite family of multi-integers k(w̃).

For a fixed multi-integer k(w̃), we look for H(w̃), v0(w̃). The interpolation con-
ditions (1) provide relations of the same type:

0 =
r∑

i=1

µj(H(w̃), v0(w̃))
1

kj(w̃)
,

for some analytic functions µj .
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Therefore, by standard arguments of existence of subanalytic sections, the re-
quired familyH(w̃), v0(w̃) of orthogonal matricesH(w̃) and of unit vectors ||v0(w̃)|| =
1 can be chosen as piecewise-analytic functions of the (single) real parameter w̃.

Choosing the best among the finite family of multi-integers provides again piece-
wise analytic H(w̃), v0(w̃).

Therefore, we may split the interval [0, T ] into a finite number of subintervals
Ii = [Ti, Ti+1[ on which the problem Pw̃ with frozen invariants, and with Ii replaced
by [0, 1], can be written in the form:

ẋ = u,

ẏj = x′Lj(w̃)u, j = 1, ..., l,
ẇ = x′M(w̃)u,

with analytic Lj(w̃), M(w̃), and a constant multi integer k = (k1 ≥ ... ≥ kr ≥ 0),
such that the optimum solution is specified by the relation:

u = H(w̃)eStv0(w̃),

for H(w̃), v0(w̃) analytic and S = BD(2πk1J, ..., 2πkrJ).

Now, provided that property (Q) holds, the theorem is already almost proven:
the controls for the nilpotent approximation are already linear combinations of
fastly oscillating functions sin(2πjt

ε
), cos(2πjt

ε
) with a pulsation being multiple of a

basic one. We just want the first control to depend only on the first pulsation, the
second control of the second one, etc...

We apply a simple idea to transform the problem into an equivalent prob-
lem for the free case (complete to freeness):

Complete the set of matrices Li(w̃) by adding some others, in order to get the
free case. And of course impose the respective interpolation condition.

This can be done by choosing analytic Lk(w̃), k = l+1, ..., N = p(p−1)
2 − 1, such

that L1(w̃), ..., LN (w̃) are independent and the interpolation condition is met,

(3.10)

∫
1

0

x′(t)Lk(w̃)u(t)dt+ αk(w̃)

∫
1

0

x′(t)M(w̃)u(t)dt = 0

for new matrices L̃k = Lk + αkM . The last claim follows from the fact that∫
1

0
x′(t)M(w̃)u(t)dt, which is the maximal w(1), is nonzero. Moreover the functions

αk(w̃) can be chosen analytic (on the considered subinterval Ii).
Then, our problem at the level of the nilpotent approximation reduces to a finite

set of analytic free problems to which the theorem 1 can be applied. This gives the
second assertion in Theorem 2.

Now it remains only to prove (Q). But for fixed w̃ (frozen invariants), the ar-
gument above shows that we can "complete to freeness" and use Theorem 1. This
completes the proof of statement (2).

Statement (1) follows from Theorem 1 and the above proof. Namely, the claim
(1) says that the entropy is provided by the minimum of the entropies over all
"completions to freeness" of the given system. Therefore, it is enough to show that
there is a piecewise analytic "completion to freeness" which has the same entropy.
But, this is shown in the proof of statement (2).

This ends the proof.
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Remark 5. We emphasize that, even generically, the integer vector k may vary
along the curve Γ. It was shown in the paper [11] (see also Section 4 below) that
for p = 4, n = 9, on certain open pieces of Γ, k = (1, 0) and on other open pieces
k = (2, 1).

3.3. Proof of Theorem 3. The theorem is an immediate consequence of Theorem
2 and the following.

Let Λ : En → En be a skew-symmetric linear operator in an Euclidean space
En = (Rn, < ., . >) of dimension 2r or 2r+1, and let ||Λ||op and ||Λ||HS denote its
operator norm and Hilbert-Schmidt norm respectively. Consider the function

e(Λ) = e(λ) =

∑r

j=1 jλj∑r

j=1 λ
2

j

,

where λ1 ≥ λ2 ≥ ... ≥ λr ≥ 0 denote the absolute values of the eigenvalues of Λ.
Then the following estimates hold:

Proposition 4.

(3.11)
√
2||Λ||−1HS ≤ e(Λ) ≤ Br||Λ||

−1

HS ,

(3.12) ||Λ||−1op ≤ e(Λ) ≤ Cr||Λ||
−1

op ,

Proof. We first prove (3.12). Note that ||Λ||op = λ1. Using this fact and homogene-
ity of all three components in (3.12) we see that it is enough to prove it for λ1 = 1,
that is, it is enough to show that

1 ≤
1 + 2λ2 + ...+ rλr
1 + λ22 + ...+ λ2r

≤ Cr,

if 1 ≥ λ2 ≥ ... ≥ λr ≥ 0. The left inequality is obvious, since λj ≥ λ2j .
In order to prove the right inequality it is enough to show that the maximal

value of the estimated function e(λ) = g(λ)/h(λ), with λ = (1, λ2, . . . , λr) in the
above defined range of λ2, ..., λr, is equal to Cr. We first show that the maximum
is taken when λ2 = ... = λr =: α. Indeed, suppose that for a maximum point
(λ∗2, . . . , λ

∗

r) we have λ∗i > λ∗i+1, for some fixed i ∈ {2, . . . , r − 1}. This means that
points λ(s) = (1, λ2, . . . , λr) with λj = λ∗j , j �= i, and λi = s, λ∗i+1 ≤ s ≤ λ∗i ,
are admissible in our maximization problem and e(λ(s)) takes the maximal value
at the right end s = λ∗i of the interval [λ∗i+1, λ

∗

i ]. Therefore, the derivative of the
function s �→ e(λ(s)) is nonnegative at s = λ∗i , i.e., (∂e/∂λi)(λ

∗) ≥ 0. The same
assumption λ∗i > λ∗i+1 implies that the points λ̄(s), with λ̄j = λ∗j , j �= i + 1, and

λi+1 = s, λ∗i+1 ≤ s ≤ λ∗i are admissible in the maximization problem and e(λ̄(s))
takes the maximal value when s = λ∗i+1. Thus, the derivative of this function is
nonpositive, i.e., (∂e/∂λi+1)(λ

∗) ≤ 0. Writing e = g/h we compute

∂e

∂λj
=

1

h2

(
h
∂g

∂λj
− g

∂h

∂λj

)
=

1

h2
(hj − 2gλj) =

1

h
(j − 2λje).

Therefore, the earlier inequalities imply

λ∗i ≤
i

2e(λ∗)
and

i+ 1

2e(λ∗)
≤ λ∗i+1.

However, this contradicts our initial assumption that λ∗i > λ∗i+1.
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To conclude the proof of (3.12) we find the maximum of f(α) := e(1, α, . . . , α),
with 0 ≤ α ≤ 1, where

f(α) =
1 + aα

1 + bα2
= c

1 + β

c+ β2
=: f̄(β),

and a = r(r+1)/2− 1, b = r− 1, c = a2/b, β = aα. The maximum is taken at the
only point in [0, a] where the derivative f̄ ′(β) vanishes, which is

βmax =
√
c+ 1− 1.

Evaluating f at this point gives f(aβmax) = f̄(βmax) = 1/2 +
√
c+ 1/2. Since

c = (r − 1)(r + 2)2/4, we easily find that f(αmax) = Cr, which proves (3.12).

To show (3.11), we first note that ||Λ||HS =
√
2
∑

j λ
2

j and by homogeneity of

all three terms in (3.11), it is enough to show the inequalities under the additional

assumption ||Λ||HS = const =
√
2r. Thus the problem is to find the extrema of

the function f(λ) =
∑r

j=1 jλj under the constraints gi(λ) = λi+1 − λi ≤ 0 and

gr+1(λ) =
∑

j λ
2
j = r, where λr+1 = 0. Clearly the minimum is attained at λ =

(1, 0, ..., 0), which gives the maximal value 1 and shows the left inequality. Finding
the maximum value is a standard problem of quadratic programming replacing the
last constraint by gr+1(λ) ≤ 0. Karush-Kuhn-Tucker conditions are sufficient for
the extremum. Therefore, we have to find a solution to the problem − � f(λ) +∑

i µi�gi(λ) = 0, µigi(λ) = 0, µi ≥ 0, i = 1, ..., r+1. It happens that the following
values:

λ = (1, ..., 1), µr+1 =
r + 1

4
, µi =

i(r − i)

2
, i = 1, ..., r

provide a solution, and the extremum is fmax = r(r+1)
2. . With

∑
i 1

2 = r and

||Λ||HS =
√
2r, we get the right hand side inequality in (3.11). �

4. T�� ���� �� � 4-���	
���	��
 �
 R
9

As an example, we briefly recall here the case of 4-distributions in R9. See our
paper [11] for full details. This is the very case where generically different integers
ri appear on open pieces of the curve Γ.

In this case, it is natural and useful for computations to use quaternionic nota-
tions. Set:

i =

⎛
⎜⎜⎝

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

⎞
⎟⎟⎠ , j =

⎛
⎜⎜⎝

0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0

⎞
⎟⎟⎠ , k =

⎛
⎜⎜⎝

0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0

⎞
⎟⎟⎠ ,

ı̂ =

⎛
⎜⎜⎝

0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0

⎞
⎟⎟⎠ , ĵ =

⎛
⎜⎜⎝

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

⎞
⎟⎟⎠ , k̂ =

⎛
⎜⎜⎝

0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0

⎞
⎟⎟⎠ .

The matrices i, j, k (resp. ı̂, ĵ, k̂) generate the so-called pure quaternions (resp.
pure skew-quaternions).
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Theorem 4. (Normal form) The nilpotent approximation along Γ of a generic
problem P can be written as:

⎧⎨
⎩

ẋ = u

ẏ
m
=

1

2
x′L

m
u, i = 1, .., 4,

ẇ =
1

2
x′Mu,

with M = α(w)̂ı+ β(w)ĵ, {Li} = {i+ ρ1(w)̂ı; j + ρ2(w)ĵ; k; k̂}, where α, β, ρ1, ρ2
are smooth invariants depending on w.

Let us consider the set B̃t, which is the image of the product Bt ×Bt ⊂ ∆Γ(t)×
∆Γ(t) of two unit balls by the bracket mapping [., .], into the quotient tangent space

TΓ(t)R
n/∆(Γ(t)) .

Definition 6. The set B̃t is said strictly convex in the direction Vt + ∆Γ(t) ∈
TΓ(t)R

n/∆Γ(t) if:

(P1) there is x∗ = λVt ∈ B̃t, λ > 0, and ω ∈ (TΓ(t)R
n/∆Γ(t))

∗ ≈ (Rp)∗ (dual

space of TΓ(t)Ξ/∆Γ(t)), such that for all y ∈ B̃t,

ω(x∗)− ω(y) ≥ 0.

The problem P is said strictly convex if B̃t is strictly convex in the direction Γ̇(t)+
∆Γ(t).

Theorem 5. For k ≤ 3 (k = corank(∆)), it is generic that P is "strictly convex”.

Theorem 6. If P is strictly convex, there is a single integer r1 = 1. Equivalently,
two controls only are nonzero, periodic trigonometric functions of same period.

The proof of these two theorems is given in [8].

Here, for p = 4, k = 5, we have the following results, proven in [11]:

Theorem 7. The problem P is strictly convex in the direction of Γ if and only if
"the unit separates the squares":

(ρ1)
2 − 1

1− (ρ2)2
> 0.

Theorem 8. Generically, on different open subintervals of Γ, the two following
situations may coexist:

1. The integer r = 1 (in the strictly convex case)
2. The integer r = 2 (non strictly convex case).

In both cases the entropy can be computed explicitly. First, set (α, β) = (ρ
cos(θ), ρ sin(θ)). We can reparametrize the curve Γ for ρ(w) = 1. In the strictly

convex case, set χ = | cos(θ + ξ)| with tan(ξ) = ( (ρ1)
2
−1

1−(ρ2)2
)
1

2 .

In the non strictly convex case, set χ = max(1, cos(θ)2

ρ1
+ sin(θ)2

ρ2
).

Theorem 9. An estimate for the entropy is E(ε) ≤ 2π
ε2

∫
Γ

dt
χ(t) . It is exact in the

convex case.
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