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Abstract

We consider the maximum (weight) independent set problem in unit disk graphs.
The high complexity of the existing polynomial-time approximation schemes moti-
vated the development of faster constant-approximation algorithms. In this article,
we present a 2.16-approximation algorithm that runs in O(n log? n) time and a 2-
approximation algorithm that runs in O(n?logn) time for the unweighted version
of the problem. In the weighted version, the running times increase by an O(logn)
factor. Our algorithms are based on a classic strip decomposition, but we improve
over previous algorithms by efficiently using geometric data structures. We also
propose a PTAS for the unweighted version.

Keywords : Maximum Independent Set, Unit Disk Graph, Approximation
Algorithms, Polynomial Time Approximation Scheme

1 Introduction

Given a set P of n points in the plane, a unit disk graph (UDG) has vertices P and an
edge pq corresponds to a pair of points p,q € P, if ||pq|]| < 1, where ||pq|| denotes the
Euclidean distance between p and ¢q. Equivalently, a unit disk graph is the intersection
graph of disks of unit diameter centered at the points in P. In this geometric setting, an
independent set consists of a subset of P with minimum distance greater than 1. In the
unweighted version, a mazimum independent set (MIS) is an independent set of maximum
cardinality. In the weighted version, we are given a weight function w : P — R* and
we want to find a mazimum weight independent set (MWIS), that is, an independent
set that maximizes the sum of the weights of its points. The M(W)IS problem is well
studied due to its wide range of applications, including but not limited to map labeling,
clustering, wireless ad-hoc networks, and coding theory.
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The MIS problem on UDGs is known to be NP-hard [11]. There are polynomial-
time approximation schemes (PTASs) for several optimization problems on unit disk
graphs [10, 14, 17, 18, 22, 23|, including maximum (weight) independent set. How-
ever, the high complexities of the PTASs motivated the recent study of faster constant-
approximation algorithms, notably for minimum dominating set [5, 12, 13, 15] and max-
imum (weight) independent set [13, 14].

The history of constant-approximation algorithms for M(W)IS in unit disk graphs
is rich. We begin by reviewing some constant-approximation algorithms. The following
algorithms receive the point coordinates as input and execute on the Real RAM and
the O(n)-time algorithms use constant-time hashing and floor function (otherwise, their
running times increase to O(nlogn)).

In their seminal work, Marathe et al. [20] presented greedy algorithms which attain
a 3-approximation algorithm for the unweighted version, and a 5-approximation for the
weighted version. Using efficient data structures, their algorithms can be implemented
to run in O(n) time. Using a strip decompositon, Matsui [22] presented an O(n?)-time
algorithm with approximation ratio (1 + (2/v/3) + &) < 2.16 for the weighted version.
A different strip decomposition yields an O(n?)-time 2-approximation algorithm for the
weighted version [14]. The use of coresets give an O(n)-time (4 + ¢)-approximation
algorithm for the weighted version [13].

Decomposing the problem into strips and using the shifting strategy [17], Matsui [22]
proposed the first PTAS for the problem. For any positive integer k > 2, it gives a

solution of weight at least (1 — 1/k)OPT in O(n4[2(k71)/‘/§1) time, where OPT is the
weight of an optimal solution. For any positive integer k£ > 1, another PTAS based on a
similar strategy [14] gives a ((1+ +)?)-approximation in O(n7+'°¢¥) time and O(n) space,
where 0, < ¢ + 2. The complexity of the PTASs [18, 23] based on different strategies
tend to be even higher.

The problem is also studied in the context of fixed parameter tractable algorithms.
Van Leeuwen [25] proposed a fixed parameter tractable algorithm which runs in O(t?2%n)
time, where the parameter ¢ is called the thickness of the UDG. A UDG is said to have
thickness t, if each strip in the slab decomposition (of width 1) of the UDG contains at
most t disk centers.

The study of independent sets in geometric intersection graphs is not limited to UDGs,
but studied also for other objects such as rectangles, pseudo disks, etc. For a given set R
of rectangles of fixed size, Agarwal et al. [1] proposed a 2-factor approximation algorithm
for the MIS problem that runs in O(nlogn) time, as well as a PTAS. For a given set
of arbitrary rectangles of bounded aspect ratio (or, more generally arbitrary fat convex
bodies) in RY, Chan [6] proposed a PTAS that computes an (1 + ¢)-approximation in
O(nP1/=" ) time and space. Chan et al. [9] considered the same problem for pseudo
disks in the plane.

Our results In this paper, we present four new approximation algorithms that im-
prove the best running time for the same approximation ratios. Table 1 summarizes the
constant-approximation algorithms for the problem, including our results. Next, we de-
scribe the techniques that allowed such improvements. We also present a PTAS for the
unweighted version.

Given two real numbers h and r, a strip of width h rooted at r is the unbounded planar



Maximum Cardinality IS Maximum Weight IS
Ratio | Time Space | Ref. Ratio | Time Space Ref.
3 O(n) O(n) | [20] 44¢ | O(n) O(n) [13]
2.16 | O(nlog®n) | O(n) | Sec.3 |2.16 | O(nlog’n) | O(nlogn) | Sec.3
2 O(n?logn) | O(n?) | Sec. 4 | 2 O(n%log”n) | O(n?logn) | Sec. 4

Table 1: Approximation ratios and complexities of several constant-approximation algo-
rithms for maximum (weight) independent set in unit disk graphs.

region R x [r, 7 + h|. The algorithms from [14, 22] are based on a procedure to solve the
problem optimally when all points lie inside a sufficiently small strip. Strips of width v/3/2
are used in the 2.16-approximation algorithm [22], while strips of width 1 are used in the
2-approximation algorithm [14]. The algorithms presented in this paper are based on the
same strategy and strip widths. However, several geometric data structures are used to
speed-up the algorithms. The data structures we use are presented in Section 2, followed
by the 2.16-approximation algorithm in Section 3, and the 2-approximation algorithm in
Section 4. The proposed PTAS is discussed in Section 5.

2 Data Structures

Given a set P of n data points in d-dimensional space, an emptiness query consists of
determining whether a given query range R contains no data point, that is, whether
PNR = (), returning an arbitrary point in PN R if it exists. A mazimum query is defined
similarly, but the data points have real weights and the query finds a point of maximum
weight in P N R if it exists. In an anti-disk query, the range R is the complement of
a disk of arbitrary radius r centered at ¢, that is, the region formed by all points with
Euclidean distance greater than r from gq.

Maximum queries reduce to emptiness queries as follows. As far as we know, this
reduction has never been published, but it is likely that other researchers independently
noticed the same construction.

Lemma 2.1. Consider a set of n data points with weights and a query range. A
data structure for answering emptiness queries with storage S(n) = Q(n), preprocess-
ing time B(n) = Q(n), and query time Q(n) yields a data structure for answering
mazximum queries for the same range with preprocessing time O(B(n)logn), query time

O(Q(n)logn), and storage O(S(n)logn).

Proof. We assume that all weights are distinct, otherwise we break the ties arbitrarily.
We build a binary tree where each node contains a data structure for emptiness queries
as follows. The root contains the emptiness data structure for all data points. Consider
a node which stores the data structure for a set of points P. Let u be the median weight
among the points in P. The left subtree is defined recursively for the points in P with
weight at most u, and the right subtree is defined analogously for the remaining points
of P. The recursion stops when P has only 1 point.



Notice that the tree has [lgn]+ 1 levels, and exactly n data points at each level. The
total storage is therefore

[lgn]+1 n Mg n]+1
Sny=3 2's (?) < Y S(n)=0(S(n)logn),
(=0 =0

where the first inequality uses that S(n) = Q(n). The preprocessing time is calculated
the same way.

To answer a maximum query, we verify at the root node whether the query range is
empty. If not, we verify if the query range is empty for the right subtree. If it is empty,
we recurse on the left subtree. Otherwise, we recurse on the right subtree. The procedure
ends when we reach a leaf. The leaf reached contains the point of maximum weight inside
the query range, which we return. The bound on the query time follows from the fact
that we performed O(logn) emptiness queries, one per level of the tree. ]

The previous lemma deserves two remarks. (i) It follows from the proof that the logn
factors in the storage, preprocessing time, and query time disappear if the respective
complexities are Q(n'*¢), Q(n!*), and Q(n?). (i) Using known data structures for half-
space emptiness queries such as [8, 21], we beat the lower bounds in [2, 4] for half-space
maximum queries. This is possible because the set of generators depends on the point
weights, which is forbidden by the semi-group arithmetic model in which the lower bounds
are stated.

Many techniques yield efficient data structures for anti-disk emptiness searching. For
example, one can use a farthest-point Voronoi diagram [16, Ch. 7] and point location [16,
Ch. 6]. Alternatively, one can use lifting (called inversion in [16, Ch. 8]), duality [16,
Ch. 8], and point location [16, Ch. 6].

Lemma 2.2. Given a set of n planar points, there exists a data structure that answers
anti-disk emptiness queries in O(logn) time with O(n) storage and O(nlogn) prepro-
cessing time.

Combining Lemmas 2.1 and 2.2, we have:

Lemma 2.3. Given a set of n weighted planar points, there exists a data structure
that answers anti-disk maximum queries in O(log>n) time with O(nlogn) storage and
O(nlog®n) preprocessing time.

Sometimes, the reduction from Lemma 2.1 is an overkill, and a logarithmic factor can
be avoided by a simpler approach.

Lemma 2.4. Given a set of n planar points with integer weights in {1,...,n}, there
exists a data structure that answers anti-disk maximum queries in O((Wae — Wrer) logn)
time with O(n) storage and O(nlogn) preprocessing time, where Wy,q, is the mazimum
weight among the points in the data structure and w, is the weight of the point returned
by the query, or 0 if the query is empty.

Proof. We keep an array of n data structures Dy, ..., D, from Lemma 2.2 where D; stores
the points of weight ¢. To answer a query, we start from the maximum ¢ that corresponds
to a non-empty D;, decrementing ¢ until the query returns non-empty. Analyzing the
data structure is trivial. O



A search problem is decomposable if for any set S and S” C S, the answer to a query
q(S) can be calculated in constant time from the results of ¢(S’) and ¢(S \ S’). The
following Lemma is due to Overmars and Leeuwen [24] (see also [3]).

Lemma 2.5. A static data structure for a composable problem storing n elements with
preprocessing time B(n), query time Q(n), and storage S(n) yields a semi-dynamic data
structure supporting insertions for the same problem with insertion time O(B(n)logn/n),
query time O(Q(n)logn), and storage O(S(n) + logn).

The logn factor in the query and insertion times disappear if the query and prepro-
cessing times are respectively Q(n®) and Q(n'*¢). Sometimes, dynamic data structures
specifically designed for a particular problem are more efficient than the dynamized ver-
sion, but this is not known to be the case for half-space emptiness. A specific data
structure supporting insertions and deletions is presented in [7].

Combining Lemma 2.5 with Lemmas 2.3 and 2.4 we have the following lemmas.

Lemma 2.6. Given a set of n weighted planar points, there exists a semi-dynamic data
structure that answers anti-disk maximum queries in O(log® n) time with O(nlogn) stor-
age and O(log®n) insertion time.

Lemma 2.7. Given a set of n planar points with integer weights in {1, ... ,n}, there exists
a semi-dynamic data structure that answers anti-disk maximum queries in O((Wmez —
Wyer) log®n) time with O(n) storage and O(log®n) insertion time, where Wpyae s the
maximum weight among the points in the data structure and w,e s the weight of the
point returned by the query, or 0 if the query is empty.

3 Small strips

In this section, we present a 2.16-approximation algorithm for the maximum (weight)
independent set problem on unit disk graphs. Recall that an unit disk graph is represented
as a set P of n points where an edge pq corresponds to a pair of points p,q € P with
|lpg|l < 1. We use z(p;) and y(p;) to represent the x and y coordinates respectively of
p; € P. In order to describe multiple results with a unified treatment, we assume that a
weight function with w(p) = 1 for all p € P is provided in the unweighted version. Our
approximation algorithms uses a decomposition of the unit disk graph into strips.

The following lemma shows why determining the maximum independent set within
a strip is useful for approximating the unrestricted problem. The proof is a simple
application of the shifting strategy [17], paying attention to the fact that the width h
must be a constant rational number for the proof to work (the running time depends on
the denominator of h).

Lemma 3.1. An exact algorithm for the mazimum (weight) independent set for a set of
m points inside a strip of rational width h with running time T'(m) yields an approzilation
algorithm for maximum (weight) independent set of n points in arbitrary locations with
approximation ratio 1 + 1/h and running time O(T(n) + nlogn).

Matsui [22] showed that a unit disk graph inside a strip of width v/3/2 is a co-
comparability graph, and therefore the maximum weight independent set can be deter-
mined exactly in time linear on the size of the input graph [19]. Since a complete graph
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is a unit disk graph within an arbitrarily small strip, building the graph takes quadratic
time in the worst case. The crucial property shown by Matsui and used by our algorithm
is the following.

Lemma 3.2. Let H be a strip of width \/3/2. Consider pa,py,p. € H with x(p,) <
x(py) < x(pe). If [|[papsl| > 1 and ||pppe|| > 1, then ||papell > 1.

To obtain a logarithmic improvement for the unweighted version, we use an additional
property of unit disk graphs from [20]. The left neighborhood of a point p is the set of
points ¢ with ||pg|| < 1 and z(q) < z(p).

Lemma 3.3. The left neighborhood of a point p has at most 3 independent vertices.

Let Q@ = {p1,p2,...,pm} be the set of points lying in a strip H with p1,pa, ..., Py in
increasing order of their z-coordinates. Given 1 < i < m, we define the set S; C Q is as
follows: (i) S; is an independent set, (ii) p; is the rightmost point of S;, and (iii) .S; is a
maximum weight set satisfying the previous two properties. Let W; denote the sum of
the weights of the points in S;. For simplicity, the sets S; can be viewed as xz-monotone
polygonal chains formed by connecting the points of S; from left to right (see Figure 1).
The objective of our algorithm is to extend these chains as long as possible. A chain
containing maximum number of points is reported.

Figure 1: Pictorial representation of the sets S; in the form of chains, with the maximum
independent set marked.

Our algorithm uses dynamic programming to compute S; for i = 1,...,m as follows.
We calculate S; using S; for j < i iteratively as S; = S; U {p;} where j is the index
¢ < i that satisfies ||p;pe|]| > 1 and maximizes W,. In case there is no point py, satisfying
lpipell > 1 and £ < i, the algorithm sets S; = {p;}. To efficiently determine the index j,
we use the data structure from Lemma 2.6 (weighted) or 2.7 (unweighted). The pseudo-
code is presented in Algorithm 1.

Theorem 3.4. Algorithm 1 correctly computes a MWIS for the set Q = {p1,p2, ..., Pm}
inside a strip of width v/3/2 in O(mlog®m) time using O(mlogm) space. In the un-
weighted version, the complexities decrease to O(mlog®m) time and O(m) space.

Proof. To see that S; is calculated correctly by the procedure, notice that by Lemma 3.2,
|pip;]| > 1 for j < ¢ implies that a point pg to the left of p; with ||p;px| > 1 satisfies
|lpipk|l > 1. By construction, \S; contains p; and its weight is maximum.

To execute the algorithm in O(m log® m) time, we use the data structure for anti-disk
maximum queries supporting insertions from Lemma 2.6 to store p; for j < i. The weight
of p; in the data structure is W;. The O(m) insertions (line 10) and queries (line 7) take
together O(mlog®m) time, and the space is O(mlogm) due to the storage of the data
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Algorithm 1 Maximum (weight) independent set inside a strip of width v/3/2

Input: The set Q of m points py, ..., p, ordered by x coordinate inside a strip of width
V3/2.

Output: A maximum weight independent set of Q.

. D = data structure from Lemma 2.6 (weighted) or 2.7 (unweighted)

S = array [1...m] of integers

W = array [0...m] of reals (weighted) or integers (unweighted)

WI0] =0, max =1

fort=1,...,mdo
A = complement of a disk of radius 1 centered at p;
j = maxQuery(D, A) > Returns 0 if no point is found
Sli] = j > Represents S; = S; U {p;} with Sp =0
Wil = Wil + w(p:)
insert(D, i, p;, Wi]) > Insert point p; with label ¢ and weight W{i] into D
if Wi] > Wimax] then

max =1

end if

: end for

i =max, IS ={}

: while i # 0 do

1S=15U {p,}

i = SYi]

: end while

: return 15

[ e e e T e e e e
S e B A T

structure. The algorithm stores S; as a linked list from right to left. Part of the linked
lists are shared by different sets .S;, forming a DAG.

To reduce the running time to O(mlog®m) for the unweighted version, we use the
data structure from Lemma 2.7. In the unweighted version, W; = |S;| and therefore the
weight W, is an integer between 1 and m. Let max be the index of the point of maximum
weight in the data structure at the time when a point of index j is returned by the query.
We use Lemma 3.3 to show that Wi — W, < 3. If |Sha.| < 3, the statement follows
trivially. Otherwise, let pq, o, Pe, Pmaz b€ the four rightmost elements in S, from left
to right. We have Wiy = 1+ W, =2+ W, = 3+ W,. By Lemma 3.3, pa, Py, Des Pmaz
cannot be all adjacent to p;, which shows that w,,q, —w,e; < 3. Therefore, using the data
structure from Lemma 2.7, the O(m) insertions and queries take together O(m log®m)
time, and the space is O(m). O

Combining Lemma 3.1 and Theorem 3.4, we obtain the following theorem.

Theorem 3.5. Given a set P of n weighted points, we can compute an approximation
to the mazimum weight independent set in O(nlog®n) time and O(nlogn) space with
approzimation ratio (1+ (2/v/3) +¢) < 2.16. In the unweighted version, the complezities
decrease to O(nlog?n) time and O(n) space.



4 Large Strips

In this section, we present a 2-approximation algorithm for the maximum (weight) in-
dependent set problem on unit disk graphs. The algorithm uses a decomposition of the
region containing the disk centers into strips of width 1. Das et al. [14] proved the
following lemma which is similar to Lemma 3.2 for these larger strips.

Lemma 4.1. Let H be a strip of width 1. Consider pq, py, Pe, pa € H with x(p,) < x(pp) <
x(pe) < x(pa). If both {pa,ps, pc} and {py,pe, pa} are independent sets, then ||p.pa|l > 1.

Let Q@ = {p1,p2,...,pm} be the set of points lying in the strip H with p1,p2,...,pm
in increasing order of their z-coordinates. Given 1 < j < i < m with ||p;p;|| > 1, we
define the set S; ; C Q as follows: (i) S;; is an independent set, (ii) p; and p; are the two
rightmost points of S; ;, and (iii) S; ; is a maximum weight set satisfying the previous two
properties. Furthermore, we define S; ¢ = {p;}.

Let W, ; denote the sum of the weights of the points in S; ;. Let §; = {S;,; |1 < j <
i and ||p;p;]| > 1} denote the collections of sets S; ; for fixed i.

Our algorithm uses dynamic programming to compute S;; for i = 2,...,m and j =
1,...,i — 1 with ||p;p;|| > 1 as follows. We calculate S;; using S;; for £ < j < ¢
iteratively as S; ; = S, U {p;} where k is the index ¢ < j maximizing W;, and satisfying
the constraint that {p;, p;, p/} is an independent set. In case there is no point p, satisfying
the previous constraint, the algorithm sets S;; = {p;,p;}. To efficiently determine the
index ¢ < j that satisfies the previous constraint and maximizes W, we use an array of
data structures Dy, ..., D,, from Lemma 2.3 (weighted) or 2.4 (unweighted). The data
structure D; stores a point p; with weight W, ; for each set S; ; € S;. Note that the data
structure D; only stores points pj such that ||p;pg|| > 1. The pseudo-code is presented
in Algorithm 2.

Theorem 4.2. Algorithm 2 correctly computes a MWIS for the set Q = {p1,p2, ..., Dm}
inside a strip of width 1 in O(m?log®m) time using O(m?logm) space. In the unweighted
version, the complexities decrease to O(m?*logm) time and O(m?) space.

Proof. To see that S; ; calculated by the procedure is indeed an independent set, notice
that by Lemma 4.1, {p;, p;, pr} be independent implies that a point ps to the left of py
with {p;, pi,ps} independent satisfies ||p;ps|| > 1. By construction, S; ; contains p;, p; as
the points with maximum x coordinates and its weight is maximum.

To execute the algorithm in O(m?log?m) time, we use m data structures for anti-
disk maximum queries from Lemma 2.3. For each point p;, the data structure D; stores
the point p; for each set S;; € &;. The weight associated with p; is W; ;. The data
structure D; is static, preprocessed (line 26) with points collected in the set T. The
time to preprocess all O(m) data structures from the corresponding sets T' is therefore
O(m) - O(mlog®m). The point p; of maximum weight satisfying k < j and {p;, p;, px }
independent is determined with a single anti-disk maximum query (line 17) on the data
structure D; associated with S;. All the O(m?) queries take together O(m?)-O(log®> m) =
O(m?log?m) time. Space is dominated by the O(m) data structures with O(mlogm)
storage each.

To reduce the running time to O(m?logm) and the space to O(m?) for the unweighted
version, we use the data structure from Lemma 2.4, and the same argument as in the
proof of Theorem 3.4 shows that W,z — Wyet < 3. ]



Algorithm 2 Maximum (weight) independent set inside a strip of width 1

Input: The set Q of m points py,...,p, ordered by x coordinate inside a strip of width

1

Output: A maximum weight independent set of Q.

OO RN NN NN KN DN o e e e e e e e
S B Al I S el R e B R T el S

W W W w

[\]
> ©

D = array [1...m] of data structure from Lemma 2.3 (weighted) or 2.4 (unweighted)
S = array [1...m,0...m] of integers
W = array [1...m,0...m] of reals (weighted) or integers (unweighted)
mazx = (1,0)
fori=1,...,mdo
S[,0] =0 > Represents S; o = {p;}
WTi, 0] = w(p:)
if Wi, 0] > W[maz] then
max = (i,0)
end if
: end for
cfori=2,...,mdo
T={}
for j=1,...,i—1do
A = complement of a disk of radius 1 centered at p;
k = maxQuery(D]j], A) > Returns 0 if no point is found
Sli,j] =k > Represents S, ; = S, U {p;}
WTi, jl = W1j, k] + w(pi)
T=TU{(j,p;, WI[i,j])} > (label, point, weight) for D]i]
if Wi, j| > W[maz| then
max = (1,7)
end if
end if
end for
DJi] = preprocess(T) > New data structure from set T'
: end for
(i,5) = maz, 1S = {pi}
: while 7 # 0 do
1S=15U {pj}
i=j,j=Sli,Jj
: end while
: return /S




Combining Lemma 3.1 and Theorem 4.2, we obtain the following theorem.

Theorem 4.3. Given a set P of n weighted points, we can compute a 2-approximation
to the mazimum weight independent set in O(n?log®n) time and O(n*logn) space. In
the unweighted version, the complezities decrease to O(n*logn) time and O(n?) space.

5 Polynomial-Time Approximation Scheme

We design a polynomial time approximation scheme (PTAS) for the maximum indepen-
dent set problem on a given UDG, where the geometric representation of the graph has
been given i.e., the center of the unit disks are given. We assume that P be the set of
centers of the unit disks associated with the UDG. Also assume that R be an enclosing
rectangle of the point set P. To design a PTAS we use two level shifting strategy, pro-
posed by Hauchbaum and Maass [17]. In the first level of shifting strategy we execute
k + 1 iterations as follows: in the i-th iteration (0 < i < k), we partition the region R
into disjoint vertical slabs such that (i) the first slab is of width ¢ starting from left, (ii)
width of each even slab is 1, and (iii) width of other slab is k& (note that width of last slab
may be less than k). Therefore, solution of different slabs of width k are non-intersecting.

In an iteration of the first level, we consider only those vertical slabs containing at least
one point in P, and compute maximum independent set by applying second level shifting
strategy by considering horizontal partition of each vertical slab, add up the solutions
of all slabs to get the solution of that iteration. The iteration producing maximum size
solution is reported. The proof of the following lemma is presented in [14].

Lemma 5.1. If ny is the maximum number of mutually non-overlapping unit disks whose
centers lie in a strip of width k > 1 and intersected by a vertical line £, then ng < % +2.

5.1 Computing MIS for unit disks centered in a k£ x k square

Let Q C P be the set of points inside a cell y of size k x k. Consider a vertical line Z, and a
horizontal line ¢}, that partition y into four sub-cells each of 51ze 2 . Let Q(4y, 0) C Q
be the set of points whose distance from ¢, or ¢}, is at most = 5> and Ql, 2, Q3,04 C Q
be the set of points in the four quadrants whose distance from l, and /¢, is greater than
%. To compute a MIS for the set of points in @), we use the following divide and conquer
technique.

Consider all possible subsets Q" C Q(4,, ¢;,) of size at most 2 X ny, where ny = % +2
(since 2 X my is the maximum possible size of the point set in Q(¢,,¢,) that can appear
in an optimal solution due to Lemma 5.1). For each of @', we do the following in each
quadrant: delete all the points in Q); (i = 1,2, 3,4) which are not independent with @'
Let Q; C @Q; be the remaining set of points. Now compute the optimal solution for @’
recursively using the same procedure. If T'(m, k) is the time complexity for finding MIS
in y, then T'(m, k) = 4-T(m, %) x m** = m®*®_ Thus, we have the following result:

Theorem 5.2. Given a set P of n points in the plane and an integer k > 1 the proposed
algorithm computes an independent set of size at least ——|OPT| in n® (9 time, where

|OPT| is the optimal size of the solution.

1+ )2
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