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Abstract

Within the frameawork of constraint satisfction
problem, we proposea newv schemeof coopera-
tive parallel search. The cooperationis realized
by exchanginghogoodginstantiationsvhich cant
be extendedto a solution). We associate process
with eachsolverandweintroduceamanagenof no-
goods,in orderto regulateexchangesf nogoods.
Eachsolver runsthe algorithm Forward-Checking
with Nogood Recording. We add to algorithm a
phaseof interpretation,which limits the size of
the searchtree accordingto the receved nogoods.
Solversdiffer from eachotherin orderingvariables
and/orvaluesby usingdifferentheuristics.Thein-
terestof our approachs shavn experimentally In
particular we obtainlinearor superlineaspeed-up
for consistenproblems|ik e for inconsistenbnes,
up to abouttensolvers.

1 Intr oduction

In constrainsatishctionproblemspneof maintasksconsists
in determiningvhetherthereexistsa solution,i.e. aninstanti-
ationof all variableswhich satisfiesall constraintsThis task
is a NP-completeproblem. In orderto speedup the resolu-
tion of problems,parallelsearchesreused. A basiconeis
independenparallel seach which consistsn runningseveral
solvers(eachoneusinga differentheuristic)insteadof a sin-
gle solver. Theaim s thatat leastoneof the solversgetsan
heuristicsuitablefor the problemwhich we solve. Testedon
thegraphcoloringproblem([HoggandWilliams, 1994), this
approachhasbetterresultsthana classicalresolutionwith a
singlesolver, but the gainsseemlimited. HoggandWilliams
recommendhenthe useof a cooperatie parallelsearch.

A coopeative parallel seach is basedon the sameideasas
theindependensearchwith in additionanexchangeof infor-
mationsbetweensolvers,in orderto guide solversto a solu-
tion, andthen,to speedup the resolution. Experimentale-
sults on cryptarithmeticproblems([Clearwateret al., 1991;
Hogg and Huberman,1993) and on graph coloring prob-
lem([HoggandHuberman1993;HoggandWilliams, 1993)
shaw asignificantgainin timewith respecto anindependent
searchln bothcasestheexchangednformationscorrespond
to partialconsistentnstantiations.

In [MartinezandVerfaillie, 1996, acooperatiorbasecbn ex-
changingnogooddi.e. instantiationsvhich cant beextended
to asolution)is proposedExchangedogoodgermitsolvers
to prunetheir own searchtree. So, one canexpectto find
more quickly a solution. Solversrun the algorithm Forward
Checkingwith NogoodRecording(notedFC-NR[Schie and
Verfaillie, 1993). The realizedimplementationgathersall
solversin a single processwhich simulatesthe parallelism.
It is turnedto a monoprocessosystem. Experimentations
onrandomCSPsshow that cooperatie searchis betterthan
independenbne. However, the weak gain with reportto a
singlesolver givesa doubtaboutefficiency of asuchsearch.

Fromtheideaof MartinezandVerfaillie, we definea new

schemeof cooperatiorwith exchangeof nogoodsturnedto
systemawith oneor several processorsWe associate pro-
cesswith eachsolver. Eachsolver runsFC-NR.In orderto
avoid problemsraisedby the costof communicationsye in-
troducea managemnf nogoodswhoserole is to regulateex-
changeof nogoods. In additionto sendingand receipt of
messagesye adda phaseof interpretationto FC-NR,in or-
derto limit the size of the searchtree accordingto receved
nogoods.
Our secondmain aim is to answeran openquestion([Mar-
tinez and Verfaillie, 1996) aboutefficiency of a cooperatie
parallelsearchwith exchangeof nogoods.We shav experi-
mentallytheinterestof our approach.

The planis asfollows. In section2, we give basicno-
tions aboutCSPs,nogoodsand FC-NR. Then,in section3,
we presenbur schemeby describinghe manageof nogoods
andthephaseof interpretation Finally, afterproviding exper
imentalresultsin section4, we concludein section5.

2 Definitions

2.1 Definitions about CSPs

A constaint satisfaction problem (CSP) is defined by a
quadruplet{ X, D,C, R). X isaset{z,...,z,} of n vari-

ables. Eachvariablex; takesits valuesin the domain D;

from D. Variablesare subjectto constraintsfrom C. Each
constraintc involvesasetX, = {z.,,...,z., } of variables.
A relation R, (from R) is associatedvith eachconstraint
¢ suchthat R, representshe set of allowed k-uplets over
D¢, X ---%x Deg,.

A CSPis calledbinary if eachconstraintinvolvestwo vari-



ables. Let z; andz; betwo variables,we notec;; the cor-

respondingconstraint. Afterwards,we consideronly binary

CSPs.However, ourideascanbe extendedio n-ary CSPs.
GivenY C X suchthatY = {zi,...,z4}, aninstan-

tiation of variablesfrom Y is a k-uplet (vy,...,v;) from
D; x --- x Dg. ltis calledconsistentf Ve € C,X, C
Y, (v1,...,u)[X:] € R, inconsistentotherwise. We

use indifferently the term assignmentnsteadof instantia-
tion. We notetheinstantiation(v, . . ., v) in themoremean-
ingful form (z1 « wv1,...,7 < wvg). A solutionis a
consistentinstantiationof all variables. Given an instance
P = (X, D, C, R), determinewhetherP hasa solutionis a
NP-completgroblem.

Givena CSPP = (X,D,C,R) and an instantiation
A = {&1  vi,za & va,..,x — v}, P(A) =
(X,D(A;), C, R(A;)) istheCSPinducedby A; from P with
a Forward Checkingfilter suchthat:

-Vji<i < n,D]’(.Ai) = {’Uj € Dj|\7’ckj €eC,1<k<
i,(vk,vj) ERC,CJ-}

- V5,5 Re,;, (Ai) = Re,,, 0 (Dj(Ai) x Djr (A;)).
A; is saidFC-consistentf Vj, D;(A;) # 0.

2.2 Nogoods:definitions and properties

In this part,we give themaindefinitionsandpropertiesabout
nogoodsandFC-NR ([Schiex andVerfaillie, 1993).

A nogoodcorresponds$o an assignmentvhich can't be ex-
tendedto a solution. More formally ([Schiex and Verfaillie,
1993), givenaninstantiation4 andasubset/ of constraints
(J € 0), (A, J)isanogoodif theCSP(X, D, J, R) doesnt
have ary solutionwhich containsA. J is calledthenogoods
justification(we note X ; the variablessubjectto constraints
from J). The arity of the nogood(A, J) is the numberof
assignediariablesn A. We note A[Y] therestrictionof A to
variableswhicharebothin X 4 andin Y.

For instance gvery inconsistentaissignmentorrespondso a
nogood.Thecorversedoesnt hold.

To calculatejustificationsof nogoods,we usethe notion
of "value-killer” (introducedn [Schiex andVerfaillie, 1993)
andwe extendit in orderto exploit it in our scheme.Given
an assignment4;, the CSPP(A;) inducedby A;, andthe
set N of nogoodsfound by other solvers, a constraintcy;
(j > ¢ > k) is avalue-killer of valuev; from D; for A; if
oneof thefollowing conditionsholds:

1. c; is avalue-killerof v; for A;_;

2. k=1 and(vk,vj) ¢ Rckj (A,) andvj € Dj(Az;l)

3. {.CL'k & Vg, Tj < 1}]'} eEN
If auniquesolveris used,N = ) (which correspondso the
definitionpresentedn [Schiex andVerfaillie, 1993).

Assumethataninconsisteng is detectedecausadomain
D; becomeempty Thereason®f failure(i.e. justifications)

correspondo theunionof value-killersof D;. Thefollowing
theoremformalizesthe creationof nogoodsrom dead-ends.

Theorem1 LetA beanassignmenandz; beanunassigned
variable Let K bethesetof value-killers of D;. If it doesnt
remainanyvaluein D;(A), then(A[X k], K) is a nogood.

The two next theoremsmalke it possibleto createnen no-
goodsfrom existing nogoods.Thefirst theorembuilds a new
nogoodfrom a singleexisting nogood.

Theorem 2 (projection [Schiexand Verfaillie, 1993)
If (A, J) isanogood,then(A[X ], J) is anogood.

In other words, we keep from instantiationthe variables
which areinvolvedin the inconsisteng. Thus, we produce
anew nogoodwhosearity is limited to its strict minimum.
Theorem3, we build a new nogoodfrom a setof nogoods:

Theorem3 Let A be an instantiation,z; be an unassigned
variable. Let K bethe setof value-killers of D;. Let A; be
the extensionof A by assigningthe valuev; to z; (A; =
AU{z; < v;}). If (A1, J1), ..., (Ag, Ja) arenogoodsthen

d
(A, KU -U1 J;) isanogood.
]:

A nogoodcanbe usedeitherto backjumpor to adda new
constrainbr to tightenanexisting constraint.In bothcasesit
follows from the useof hogoodsa pruningof the searcttree.

FC-NR exploresthe searchtree like Forward Checking,
During the searchiit takes advantageof dead-endgo cre-
ateandrecordnogoods.Thesenogoodsarethenusedasde-
scribedabove to prunethe searchtree. The main drawvback
of FC-NR is that the numberof nogoodsis potentially ex-
ponential. So, we limit the numberof nogoodshy recording
nogoodswhosearity is at most2 (i.e. unaryor binary no-
goods),accordingto the propositionof Schiex andVerfaillie
([Schiex and Verfaillie, 1993). Neverthelessthe ideaswe
presentanbeeasilyextendedo n-arynogoods.

3 Description of our multiple solver

Ourmultiple solver consistof p sequentiasolverswhichrun
independently=C-NR on the sameCSP Eachsolver differs
from anotheronein orderingvariablesand/orvalueswith dif-
ferentheuristics. Thus,eachone hasa differentsearchtree.
The cooperationconsistsin exchangingnogoods. A solver
canusenogoodsproducedy othersolversin orderto prune
apartof its searchree,which shouldspeedip theresolution.
During the search, solvers produce nogoodswhich are
communicatedo other solvers. Therefore,when a solver
findsanogood,t mustsendp — 1 messaget inform its part-
ners. Although the numberof nogoodsis boundedthe cost
of communicationgan becomevery important, prohibitive
even. So, we add a processcalled "'managerof nogoods”,
whoserole is to inform solversof the existenceof nogoods.
Accordingly, when a solver finds a nogood, it informs the
managerwhich communicatest oncethis new information
to apartof othersolvers.In thisway, a solver sendsonly one
messagandgetsbackmorequickly to the resolutionof the
problem.
Thenext paragraplis devotedto therole andthe contribution
of managein our scheme.

3.1 The managerof nogoods

Role of the manager

The managers taskis to updatethe baseof nogoodsandto
communicatenenv nogoodsto solvers. Updatethe baseof



nogoodsconsistsin addingconstraintgo initial problemor
in tighteningtheexisting constraintsTo aunary(respectiely
binary)nogoodcorrespondaunary(resp.binary)constraint.
Eachnogoodcommunicatedo managers addedo thebase.
In orderto limit the costof communicationsthe manager
mustinform only solversfor which nogoodsmay be useful.
A nogoodis saidusefulfor a solverif it allows this solverto
limit thesizeof its searchtree.
The next theoremcharacterizeshe usefulnesf a nogood
accordingto its arity andthe currentinstantiation.

Theorem 4 (characterization of the usefulness)
(a) aunarynogoodis alwaysuseful,

(b) abinary nogood({z; + a,z; < b}, J) is usefulif, in
thecurrentinstantiation,z; andz; are assignedespec-
tivelyto a andb,

(c) abinary nogood({z;  a,z; < b}, J) is usefulif, in
the currentinstantiation,z; (resp. z;) is assignedo a
(resp. b), z; (resp. x;) isn't assignedand b (resp. a)
isn't removedyet.

Proof: see[Terrioux,2001].

From this theorem,we explicite what solversreceive some
nogoodgaccordingto their usefulness):

(a) everyunarynogoodis communicatedo all solvers(ex-
ceptthesolverwhichfindsit),

(b) binarynogood({z; < a,z; < b}, J) iscommunicated
to eachsolver (exceptthe solver which finds it) whose
instantiationcontainse; < a or x; < b.

In casg(b), we cant certify thatthenogoodis useful,because
the solver may have backtracled betweernthe sendingof the
nogoodby the managerndits receiptby the solver.

With aview to limit the costof communicationspnly thein-
stantiation.A of nogood(A, J) is corveyed. Communicate
thejustificationisn't necessarypecausehis nogoodis added
to the problemin the form of a constraintc. Thanksto re-
ceivedinformation,solverscanforbid .A with justificationc.

Contrib ution of the manager

In this part, we shav the contribution of the manageof no-

goodsto our schemewith respecto a versionwithout man-
ager The comparisonis basedon the total numberof mes-
sagesvhich areexchangediuringall search.

Let N bethe total numberof nogoodswhich areexchanged
by all solvers.We countU unarynogoodsindB binaryones.
Notethat,amongtheseN nogoodsdoublesmayexist. In ef-

fect, two solverscanfind independentha samenogood.

In a schemewithout managereachsolver communicateshe

nogoodsit findsto p — 1 othersolvers. So,U(p — 1) mes-
sagesare sentfor unary nogoodsand B(p — 1) for binary
ones.But, in a schemewith managernogoodsarefirst sent
to manageiby solvers. During all searchsolverscorvey to

managerU message$or unary nogoodsand B for binary
ones.Then,themanagesendsonly « unarynogoodgop — 1

solvers. Theseu nogoodsorrespondo U nogoodsninusthe
doubles.Likewise,for binary nogoodsdoublesarent com-

municated.Furthermorefor the remainingbinary nogoods,
the managerrestrictsthe numberof recipients.Let b be the

numberof messagesentby managefor binary nogoods.In
our schemewe exchangel' + u(p — 1) messagefor unary
nogoodsand B + b message®or binaryones.

In theworstcasetheschemeawith manageproducesipto
N additionalmessagem comparisorwith the schemewith-
outmanagerBut, in generalu andb arelittle enoughsothat
theschemawith manageproducesewer messages.

3.2 Phaseof interpretation

The methodwhich we aregoingto describes appliedwhen-
ever anogoodis receved. Solverscheckwhethera message
is receivedafterdevelopinga nodeandbeforefiltering.

In the phaseof interpretation,solvers analyzereceved no-
goodsin orderto limit the size of their searchtree by stop-
ping branchwhich can't leadto solutionor by enforcingad-
ditional filtering. For unarynogoodsthis phasecorresponds
to apermanendeletionof avalueandto apossiblebackjump.
Method1 detailsthe phaseor suchnogoods.

Method 1 (phaseof inter pretation for unary nogoods)
Let.A bethecurrentinstantiation.Let ({z; « a}, J) bethe
receivechogood.

We deletea from D;.

(a) If z; is assignedo thevaluea, thenwe badkjumpto z;.
If D; is emptywerecod thenogood(A[X k], K), with
K thesetof value-killers of D;.

(b) If z; is assignedo b (b # a), wedonothing

(c) If z; isn't assignedwe ched whetherD; is empty
If D; is emptywerecod thenogood(A[X k], K), with
K thesetof value-killers of D;.

Theorem5 Themethodl is correct.
Proof: see[Terrioux,2001].

For binary nogoodsthe phasecorrespondso enforcean ad-
ditional filtering andto a possiblebackjump. Method 2 de-
scribegheactionsdoneduringthis phasefor binarynogoods.

Method 2 (phaseof interpretation for binary nogoods)
Let A bethecurrentinstantiationand({z; < a,z; + b}, J)
bethereceivedhogood.

(a) If z; andz; are assignedn A to a and b respectively
thenwebadkjumpto thedeepesvariableamongz; and
z;. If z; (resp.z;) is thisvariable, we deleteby filtering
b (resp.a) fromD; (resp.D;).

(b) If z; (resp. z;) is assignedo a (resp. b) andz; (resp.
x;) isn’t be assignedwe deleteby filtering b (resp. a)
fromD; (resp.D;).

If D; (resp. D;) becomesempty we recod the nogood

(A[Xk], K) with K thesetof value-killersof D; (resp.D;).

Theorem6 Themethod?2 is correct.
Proof: see[Terrioux,2001].

Unlike the phaseof interpretationfor unary nogoods,here,
thedeletionisn’t permanent.

Whereaghe phaseof interpretationis correct,its additionto
FC-NR may, in somecasescompromisea basicpropertyof
FC-NR.Thenext paragraphs devotedto this problem.



3.3 Maintening FC-consistency
We remindfirst a basicpropertyof FC-NR (from FC):

Property 1 Every instantiation built by FC-NR is FC-
consistent.

After abacktrackio thevariablez;, FC-NR (like FC) can-
celsthe filtering which follows the assignmenbf z;. So, it
restoreseachdomainin its previous state. In particular if a
domainis wiped out afterfiltering, it isn't emptyafterrestor
ing. It ensueghepresenre of the propertyl.

With the additionof communicationgndof the phaseof in-
terpretation this propertymay be compromised.For exam-
ple, we considerthe searchtree explored by a solver which
cooperatewith otherones.Let Dy = {a, b, ¢, d}. Thissolver
assignedirst a to x1, thenb to 2. EnforceFC-consisteng
after assigningrs removesa from D4. Thefiltering which
follows the assignmenbf ¢; to x3 deletesh andc from Dy.
Thesolwerassigned to x4, andthen,it visitsthecorrespond-
ing subtree.Assumethat this subtreecontainsonly failures
andthat the solver recevesunarynogoodswhich forbid as-
signing valuesb andc to z4. So the solver backtracksand
recordsa unarynogoodwhich forbidsd for z4. It backtracks
again(to x3) andassignes. to z3, which raisesa problem,
namelyD, is empty(dueto permanentemovalsof b, ¢ and
d from D4 by unarynogoods).So, the currentinstantiation
isn't FC-consistenandthe propertyl doesnt hold.

Thenext theoremcharacterizethe problem:

Theorem?7

LetAj = {1'1 — V1o 3 Tj—1 < Vj—1,T5 < 7‘} bea FC-
consisteninstantiation. e considerthe exploration by FC-
NRof subteerootedin ; < r. Let NG bethesetof values
of z; which remainforbiddenby nogoodsat the end of the
exploration suc thatthesenogoodsare recoidedor received
during this exploration and noneof themdoesnt involvez;.
If all valuesof D;(A;) are remoredduring the exploration,
novalueis restoedin D;(A;_1) aftercancellingthefiltering
followingtheassignmentfr to z; if andonlyif D;(A;_1) C
NG.

Proof: see[Terrioux,2001].

It ensueghat,in somecasesthe union of receiptsandcre-
ationsof nogoodswith thefiltering inducesthe existenceof
emptydomainsandthuspropertyl doesnt hold.

A solutionconsistsn checkingwhethera domainis wiped
out after cancellingthe lastfiltering and,if thereexists such
domain,in backtrackinguntil thedomainisn’t empty It isn’t
necessaryo checkthe emptinesof every domain,thanksto
the following lemmawhich determinegpotential origins of
this problem.

Lemmal Onlyrecodingor receiptof a nogoodmayinduce
thelossof propertyl.

Proof: see[Terrioux,2001].

This lemmaenabledo checkonly the emptinesof domains
which becomeemptyafter recordingor receving a nogood.
If emptinessis inducedby receving a nogood, we intro-
ducean additional phaseof backjump. This phasefollows
every detectionof empty domainafter receving a nogood
andmalesit possibleto keepon with the searchfrom a FC-
consistentnstantiation.

Method 3 (backjump’ s phase)
If D; is emptydueto a receivechogood,we badkjump:

- until D; isn’t emptyor until the currentinstantiationis
emptyif thenogoodis unary,

- until D; isn’t emptyif thenogoodis binary.
Notethatwe backtrackto emptyinstantiationonly for incon-
sistentproblems.

Theorem8 Themethod3 is correct.

Proof: see[Terrioux,2001.

If emptinesss inducedby recordinga nogood,a solution
consistsin recordingonly nogoodswhich don't wipe out a
domain.However, we communicatell nogoodso manager
This solutionis easyto implement,but it doesnt take advan-
tageof all foundnogoods.

4 Experimental results

4.1 Experimental protocol

We work onrandominstancegroducedy randomgenerator
written by D. Frost,C. Bessere,R. DechterandJ.-C.Régin.
This generatortakes4 parametersv, D, C andT'. It builds
aCSPof class(N, D, C,T) with N variablesvhichhave do-
mainsof size D andC binaryconstraintg0 < C' < W)
in which T tuplesareforbidden(0 < T < D?).

Experimentalresultswe give afterwards concernclasses
(50,25,123,T) with T" which variesbetweerd33 and 447.
Consideredclassesare nearto the satisfiability’s threshold
which corresponddo 7' = 437. However, for FC-NR, the
difficulty’s shapeis obsenedfor T' = 439. Every problem
we considetasa connectedjraphof constraints.

Given resultsare the averagesof resultsobtainedon 100
problemsperclass.Eachproblemis solved15timesin order
toreduceheimpactof non-determinisnof solversonresults.
Resultsof a problemare thenthe averagesof resultsof 15
resolutions. For a given resolution,the resultswe consider
areonesof the solver which solvesthe problemfirst.

ExperimentationarerealizedonaLinux-basedPCwith an
Intel Pentiumlll 550MHz processoand256 Mb of memory

4.2 Heuristics

In orderto guarantealistinctsearchrees,eachsolver orders
variablesand/orvalueswith differentheuristics.As thereex-
ist few efficient heuristics,from an efficient heuristicH for
choosingvariables,we produceseveral different ordersby
choosingdifferentlythefirst variableandthenapplying H.
We usethe heuristicdom/deg ([BessereandRégin, 1996),
for which the next variableto assignis onewhich minimizes

the ratio ‘IIF):\‘ (whereD; is the currentdomainof z; andI’;
is the setof variableswhich areconnectedo z; by a binary
constraint). This heuristicis consideredbetter in general,
thanotherclassicaheuristics.That's why we choosat.

In our implementationonly the size of domainsvariesfor
eachinstantiation. The degree|T;| is updatedwhena new
constrainis addedthanksto a nogood.

As regardsthe choice of next value to assign,we consider
valuesin appearancerderor in reverseorder In following
results(unlessotherwisespecified),half solversusethe ap-
pearancerderto orderdomainsotherhalf reverseordet




T | #consistent

p
Problems 2 4 6 8 10 12 14 16
433 76 151.632| 145.088| 135.303| 128.465| 110.872| 98.330| 92.450| 86.654
434 70 133.537| 143.058| 135.602| 136.825| 128.594| 123.678| 112.790| 97.157
435 66 144.337| 145.998| 131.788| 134.207| 121.954| 122.111| 110.581| 106.031
436 62 157.517| 138.239| 135.508| 119.489| 110.208| 101.167| 96.752| 91.180
437 61 114.282| 138.451| 135.791| 126.069| 120.020| 108.559| 102.327| 90.007
438 37 139.957| 153.035| 149.573| 135.236| 133.701| 119.713| 106.998| 96.255
439 39 129.954| 127.950| 113.481| 120.610| 107.390| 96.568| 88.068| 79.107
440 31 124.797| 127.585| 114.503| 109.981| 100.412| 93.810| 90.037| 82.020
441 25 134.811| 133.188| 131.791| 122.755| 113.251| 102.487| 93.784| 87.489
442 13 105.809| 136.557| 123.936| 118.738| 105.576| 96.864| 85.484| 75.888
443 10 146.562| 131.673| 120.268| 113.724| 100.108| 90.449| 82.566| 75.646
444 8 135.528| 137.906| 126.939| 118.453| 107.629| 97.878| 88.722| 77.433
445 3 139.624| 122.885| 116.870| 107.777| 99.315| 89.736| 81.375| 73.706
446 2 125.955| 127.126| 117.049| 108.319| 98.783| 89.387| 79.130| 73.316
447 3 144.414| 132.838| 116.935| 106.912| 94.329| 84.449| 74.738| 65.866

Tablel: Efficiengy (in %) for consistenaindinconsistenproblemsfor classeg50, 25,123, T).

4.3 Results

Efficiency

In this paragraphwe assesshe speed-umndthe efficiency
of our method. Let T7 betherun-timeof a singlesolver for
the resolutionof a serieof problemsandT), bethe run-time
for p solverswhicharerunin parallel. We definespeed-uas
theratio % andefficiency astheratio pT%p . Thespeed-ups
calledlinearwith reportto thenumberp of solversif it equals
to p, superlineaif it is greaterthanp, sublineamtherwise.
Table 1 presentsefficiency (in %) obtained for classes
(50,25,123,T) with T which variesbetweerd33 and447.
In table 1, up to 10 solvers, we obtainlinear or superlinear
speed-ugor all classegexcept3 classes)Above 10 solvers,
someclasseshave linear or superlinearspeed-upput most
classeshave sublinearspeed-up We notealsoa decreas®f
efficiency with theincreaseof numberof solvers.
Accordingto consisteng of problems,we obsenre a bet-
ter speed-upfor consistentproblems(which remainslinear
or superlinear). We note the samedecreaseof efficiency
with the numberof solvers. But, efficiengy for inconsistent
problemsis lessimportant, whereasit is greaterthan 1 up
to 10 solwers. It follows the appearancef sublinearspeed-
up above 10 solvers. This lack of efficiengy for inconsistent
problemsnfersadecreasef efficiency for overall problems.

Explanations of obtained results

First, we take aninterestin explaining obsenedgains. Pos-
sible orignsare multiple ordersof variablesandcooperation.
We defineanindependentersionof our schemei.e. without

exchangeof nogoods).We comparethe two versionsby cal-

culatingtheratio of therun-timefor the independentersion
overonefor cooperatieversion.Figurel presentsesultsob-

tainedfor the class(50,25,123,439vith a numberof solvers

betweer? and8. We obsene similar resultsfor otherclasses.
We notefirst that cooperatie versionis always betterthan

independenbne. Then, we obsene that the ratio is near
1 for consistentproblems(solid line). That meansthat the

good quality of results,for theseproblems,resultsmostly

from multiple ordersof variables . However, theratio remains

Ratio
%

Figurel: Ratioindependensearch’ cooperatie search.

greaterthan1l. So, exchangeof nogoodsparticipatesn ob-
tainedgainstoo.

Finally, for inconsistenproblemgdashedine), ratiois more
importantthanfor consistenbnes.It increasesvith thenum-
berof solvers.In otherwords,obtainedresultsfor theseprob-
lems are mostly due to cooperationand the contribution of
cooperationincreasesvith thenumberof solvers.

For inconsistentproblems,we mustunderlinethe predomi-
nantrole of valuesheuristics.For eachsolver s (exceptone
if the numberof solversis odd), thereexists a solver which
useghe samevariablesheuristicass andthe valuesheuristic
whichis reversewith reportto oneof s. Without exchanging
nogoodsthesetwo solversvisit similar searchrees.With ex-
changinghogoodsgeachoneexploresonly apartof its search
treethanksto received nogoods.It’s the samefor consistent
problems but this effectis lessimportantbecauséhe search
stopsassoonasa solutionis found.

We focusthenon possiblereason®f efficiency’sdecrease.
With a schemdike our, an usualreasonof efficiengy’s lack
is the importanceof cost of communications.Our method
doesnt make exception. But, in our case,thereis another
reasonwhich explainsthe decreasef performances.

We comparemultiple solversSs andS§. Both have 8 solvers.
For orderingvalues half solversof Sg usetheappearancer-



der, other half the reverseorder All solversof Sg usethe
appearancerder We realisethat Ss hasa betterefficiency
than Sg. The numberof message$or S; is greaterthanfor
Sg. But, aboveall, it’s the samefor the numberof nodes.So
Sg exploresmoreimportanttrees. Sg and S differ in used
heuristicsfor orderingvaluesand variables. The heuristics
we usefor orderingvariablesareneareachother Usingtwo
differentordersof valuesaddsdiversity to resolution. Thus,
Sg is morevariousthanS§. This differenceof diversity per
mits to explain the gapof efficiency betweenSg andS§.
Thelack of diversityis the mainreasonwith theincreaseof
numberof communicationspf the efficiency’s decrease.

Number of messagesnd real contribution of manager

In orderto measuregherealcontributionof managerwe com-
parethe costsof communicationsn a schemewith manager
andonewithout manager In presentedesults,we consider
thatthecostof amessagés independentf presencer notof
the managerandthatthe communicatiorof a binarynogood
is twice as expensve asone of a unary nogood(becausea
binary nogoodconsistsof two pairsvariable-walue,againsta
singlepairfor aunarynogood).Figure2 presentsheratio of
costof communicationdor a schemewithout managerover
onefor a schemewith manager Consideredgroblems(con-
sistentandinconsistentpelongto class(50,25,123,439)For
information,we obsene similar resultsfor otherclasses.

Figure2: Ratiobetweerschemesvith andwithout manager

First,we noteanincreasef manages contributionwith p.
Thus,we canhopethatthe numberof solversabove of which
the costof communicationpenalizesfficiencgy is greaterin
aschemewith managethanonewithoutmanager

More precisely we notethatcommunication®f unaryno-
goodsis moreexpensyein theschemavith managerwhenp
is lessimportant.This resultwasforeseeablelndeed,in case
of unarynogoodsthe manageremovesonly doubles As the
probabilitythattwo solversfind simultaneouslyhe sameno-
goodsis all smallersincetherearefew solvers. We explain
thusthatthe schemewith managetecomedetterthanone
without managewhenthe numberof solversincreases.
Regardingthe costof communicationdor binary nogoods,
the schemewith manageris significantly cheaperand this
economyincreasesvith p. Thisresultis explainedby thefact
thatbinarynogoodsare,in generalusefulfor few solvers.
On overall communicationsthe schemewith manageis the
best,dueessentiallyto the numberof binary nogoodswhich

is significantlygreaterthanoneof unarynogoodgwith afac-
tor betweer80and100).

In conclusion,the managerdoesits job by limiting the
numberof exchangedmessageslt avoids solversa lack of
time dueto managementf messagesin particulay receipt
of uselessogoods).

5 Conclusionsand futur e works

In this paper from anideaof MartinezandVerfaillie, we de-
fine anew schemeof cooperatie parallelsearchby exchang-
ing nogoodsandwe asses&xperimentallyits efficiency. We
obsene thenlinear or superlineaspeed-upp to 10 solvers
for inconsistenproblemsandup to 16 solversfor consistent
ones. So, exchangeof nogoodsis an efficient form of coop-
eration.We notea decreasef efficiency with the numberof
solvers,dueto theincreasinghumberof communicationsind
to alack of diversityof solvers.

A first extensionof thiswork consistdn finding severalef-
ficient and diverseheuristicsin orderto improve efficiency
as well asincreasethe numberof solvers. Then, we can
extend our schemeby applyingary algorithmwhich main-
tainssomelevel of consistenyg, by usingdifferentalgorithms
(which would permitto combinecompletesearchmethods
andincompleteoneslike in [Hogg andWilliams, 1993 and
to improve the diversity of solvers),or by generalizingit to
anotherform of cooperatiorwith exchangeof informations.
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