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Abstract—Modern information supports carry heterogeneous
data, in such large quantities that the traditional means of
processing become obsolete and inefficient to meet today’s
needs. In addition to the quantity of data, the unstructured
nature of this data requires new intelligent, efficient and
automated processing techniques. In order to produce
automatic systems capable of managing this data and extracting
relevant knowledge from it, a number of problems must be
solved, including the extraction and classification of relations
from textual data. While the extraction of relations is mainly
based on syntactic aspects of the text, the classification requires
a semantic approach. Such existing relation classification
systems deal only with few pre–defined types. These systems
don’t take into account the context, thus reducing the relevance
of this classification. In this paper, we propose a simplified
definition of what is context and, based on this definition,
we propose an approach to classify relations according to
their types while taking into account this context. The system,
allowing to obtain a degree of “contextualization” of relations,
has been tested on the SemEval–2010 Task–8, New York Times
corpora and a contextual dataset, named WikiContext, that we
have built for this purpose. The results show that our system
outperforms the state–of–the–art relation classification systems,
thus demonstrating the relevance of taking context into account
in this classification process.

Index Terms—Relations Classification, Context Identification,
Markov Model, LSTM Network, Language Modeling.

I. INTRODUCTION

We live in an era where almost everything is ruled by data.
We have gone through the database, knowledge base and
information highway trends to arrive TO the Big Data era.
The volume of data is steadily and dramatically increasing
year after year. This amount of data usually conveys vital
information whose exploitation requires deep analysis and
represents a tedious or even impossible task for human
beings and the classic IT methods of data processing. More
intelligent and efficient solutions are therefore needed.

Automatic data processing is a vast undertaking that
consists of many things: acquisition, storage, search,
retrieval, classification, etc. The origins of this data are
diverse and varied and their nature and formats are not always
the same. A multitude of specialized applications are then

necessary to address effectively the various problems faced.
Among the major concerns of our days, some stand out in
particular: Information Extraction (IE) and decision support.
The usefulness of IE does not limited to the decision support,
but is also used in many other tasks such as information
retrieval, question answering, etc.

Most of the data that passes through the Internet is
textual, because this format is much less constraining than
others, especially in terms of storage space and bandwidth
consumption. The complexity of automatic processing of this
data can vary considerably. When the data is structured,
this task is quite simple, however, the effort required to
manage unstructured textual data is considerable. Identifying
and classifying relations in textual documents is one of the
ongoing research areas. The extraction of relations allows
the automation of information processing, and allows the
discovery of semantic relations between entities in the raw
text. Several approaches have been experimented with more
or less convincing results. To address the problem, many
researchers have proposed various systems and approaches,
generally using supervised methods, which can be based
on either human–designed rules [1], on logical relational
learning as inductive logic programming [2], on statistical
machine learning using feature–based or kernel based
methods [3] or, more recently, based on deep learning.

A lot of works in relation classification, concern the use
of deep leaning including Convolutional Neural Networks
(CNN) [4], Recurrent Neural Networks (RNN) [5], and
Long Short–Term Memory (LSTM) networks [6]. Several
other authors, such as [7], have proposed other Deep Neural
Network (DNN) models to classify relations. Regardless
of the methods used, these approaches classify relations
into a number of predefined types, essentially based on
syntactic aspects of the text. These methods neglect the
semantic aspects and can be misleading during classification.
A pillar of semantics is to take into account the context in
the classification of relations. This is precisely the subject
we address in this paper and to which we propose some
solutions.
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The rest of the paper is organized as follows: in section II,
we present related work on relation classification from text
documents. Section III presents our proposed approach to
relation classification. Section IV presents the experimental
results of our approach on two reference corpora, SemEval
2010 and New York Time, as well as a specially designed
“Wikicontext” dataset. In this section, we compare the
performance of our approach to the results obtained by state–
of–the–art relation classification systems. Finally, Section V
concludes this paper and presents future work.

II. RELATED WORK

There are three main approaches to relations extraction
and classification using machine learning: supervised, semi–
supervised, and unsupervised approaches. The supervised
approach of relations classification is the predominant one. It
is based on symbolic (logical) methods, statistical methods
or deep learning methods.

Symbolic methods are mainly based on inductive logic
programming [2]. In statistical based–methods, approaches
are divided into Feature–based and Kernel–based methods.
Feature–based methods identify a set of features from
the textual content in order to classify the relations. In
[8], Kambhatla identifies features of lexical, syntactic, and
semantic nature. Indeed, he uses maximum entropy models
to combine various text–derived features to predict the type
of relation. Zhou et al. [9], based on the work of Kambhatla,
investigated the integration of various lexical, syntactic, and
semantic information into feature–based models using the
support vector machine (SVM) model. They demonstrated
that some of the important features, such as WordNet, can
be used in feature–based models to further improve the
performance of relation classification.

Kernel–based methods require a pre–processed input data
in the form of parse trees (such as dependency analysis
trees). Tree kernels have been widely applied to relation
classification tasks. By analyzing trees, a contextual tree
kernel has been designed by Zhou et al [10]. Other works
have used tree analysis such as Bunescu and Mooney [11]
who proposed to identify the relation between two entities
using the SDP (Short Dependency Path).

Although these methods are effective, they still have
drawbacks. Indeed, they are mainly based on statistical
machine learning and their performance depends strongly on
the quality of the extracted features.

Deep neural networks have recently demonstrated their
capabilities to automatically learn features from data–sets.
Zeng et al. [7] proposed the use of a CNN model to
extract both lexical level features and sentence level features.
In [12], the authors proposed a new CNN model, named
CR–CNN, that offers a new pairwise loss function which
allows to easily reduce the impact of artificial classes (for
example, the class labeled “Other” in “SemEval 2010 task
8” dataset [13]). The CR–CNN is more efficient than the
CNN model proposed by [7]. Indeed, this model uses a
pairwise classification method to deal with artificial classes
by omitting their embeddings, while [7] treats all of the
classes equally. Compared to the CNN model [7], CR-CNN
improves the F1 score by 1.4% and achieved 84.1%. Pengda
Qin et al. [4] proposed a more efficient CNN for the relation

classification using the Entity Tag Feature (ETF) function and
achieves a better score of 84.8%. The ETF function allows
to indicate the position information of the annotated entity,
which is simpler but more efficient than the position function
proposed in [7] and used in [12].

RNNs are another model of deep neural networks well
suited to the processing of time series and sequences. One of
the first works using RNN to classify relations was proposed
by Socher et al. [14]. The main innovation of this model is
the combination of matrix–vector (MV) representations with
a recursive neural network. This model, known as MVRNN,
is capable to learn both the meaning vectors of a word and
how that word modifies the meaning of its neighbors through
its matrix. The MVRNN model has reached an F1 score of
82.4%.

LSTM networks, an evolution of the RNN model,
have significantly revolutionized the task of relationship
classification. Xu et al. [6], among the first to use LSTMs,
introduced SDP–LSTM, a new neural network developed
to classify relations in a sentence. This model uses the
multi–channel RNN with long term memory units as well
as the shortest dependency path (SDP) between two entities.
The SDP retains the most relevant information while
Multi–channel LSTM networks allow efficient integration
of information from heterogeneous sources on dependency
paths. The results of SDP–LSTM are only 1.3% higher than
the MVRNN [14] with an F1 score of 83.7%.

The classical LSTM model uses a combination of contexts
that precede the current state and therefore only takes into
account the past. However, knowing what may happen in the
future can be very useful in regard to a given moment. This
is the case, for example, in the word sequence processing
task. For this reason, the bidirectional LSTM (BLSTM) was
introduced by Zhang et al. [15]. Compared the SDP–LSTM
[6], The BLSTM model applies additional information such
as WordNet, dependency parser and named entity identifiers
(NERs) to classify relations and achieves a more improved
score of 84.3%.

Attention-based models have been proposed in recent
years and are making a contribution for the relation
classification task. Based on this work, Zhou et al. [16]
designed the Att–BLSTM that automatically focuses on
words that have a decisive effect on classification to capture
the most important semantic information in a sentence,
without using additional knowledge and NLP systems.
Similarly, Zhang et al. [17] proposed an Att–BLSTM for the
relation classification, with an attention layer for organizing
the context information on the word level. [16] and [17]
achieved 83.7% and 86.3% respectively of F1 score, which
shows that the attention mechanism can still improve the
efficiency of the neural network.

More recently, some works used the combination of two or
more neural networks to perform the relation classification.
In this endeavor, some works combine RNN and CNN
to take advantage of both models. Guo et al. [18] have
proposed a new Att–RCNN model. This model uses a
combination of the two types of neural networks to capture
features. Indeed, it uses an RNN to extract higher level
contextual representations of words and a CNN to obtain
sentence characteristics for the relation classification task.



Experiments show that the combination of networks with an
attention mechanism is more suitable for the task of relation
classification. For example, Att–RCNN [18] surpasses all
previously models with a new F1 score of 86.6%. Indeed,
it reaches nearly 4% higher than CNN [7] and nearly 3%
higher than SDP–LSTM [6].

III. PROPOSED APPROACH

All the previous approaches aim at classifying relations
according to nine predefined types (Cause–Effect, Content–
Container, Entity–Destination, etc.) taking into account only
the syntactic aspect of the text. These approaches neglect an
important aspect which is the semantics, and in particular
the context. An identified relation can be relevant or not
depending on the context. Consider the following two
sentences:

(1) The gas stove is in the kitchen.

(2) John is in a good mood.

If we rely on existing approaches to classifying relations,
the two relations expressed by the two sentences above are
classified in the same predefined type “Content–Container”.
These approaches do not consider the context which depends
on the nature of the entities. While the first sentence
expresses a “Content–Container” relation, the second one
expresses a state of mind which, apart from the syntax, has
nothing to do with the c“Content–Container” relation.

The Context is highly essential since it helps to clarify the
nature of the content of a document or what a relationship
represents. In our approach, a context “ctx” is defined as the
minimal information that provides a fairly clear idea of what
the content of a document “D” represents. It is defined by a
label “L” and a set of key words “Kwi”. In [19], a context
has been formalized as follows:

ctx =< Idc, L,Kwi, i = 1..n > (1)

In this section, we present an approach for classifying
relations based on the type and the context. This approach
involves five steps: (I) identification of different keywords,
(II) extraction of context from the textual content, (III)
identification of relations, (IV) annotation of relations by
context, and finally, (V) classification of identified relations.
Figure 1 summarizes the process of our approach.

A. Keywords extraction

This task aims at identifying the relevant words that
are considered as the main topics of the document. It
consists of three main phases, as illustrated in Figure 2: (1)
Topic extraction, (2) Candidate tag extraction, and (3) Final
keyword extraction.

a) Topics extraction: More preciously, this step
includes determining the most relevant words that accurately
describe the content of the document. To do this, we have
tested five different methods: TF–IDF [20], TextRank [21],
KeyBert [22], Yake [23], and Rake [24]. Experiment results
presented in section IV-B, allowed us to use the TF–IDF
algorithm which achieved produced the best results when
compared to the other techniques.

<Relation, Type>
association

Relations labeled
with context

Keywords extraction Relations identification

Context identification

<Relation, Context>
association

Set of keywords

Context

Set of relations

Classified relations

Fig. 1. Context & type based Relations classification Process

**

Candidate labels
Extraction (FP-growth)

Topics extraction
(TF-IDF)

Set of topics Set of labels

Relevant keywords
selection (USE)

Keywords of the
document

Fig. 2. Keywords Extraction process

b) Candidate labels extraction: Candidate labels are
used to represent the different units that frequently appear
in a document. These units are represented by unigram,
bigram, or trigram words [25]. To identify these units in the
document, we use the FP–growth algorithm [26].

c) Final Keywords extraction: The Universal Sentence
Encoder (USE) [27] model is used, in this step, to calculate
the semantic similarity between each candidate label and the
various topics identified in the topics extraction stage. The
USE is based on transfer learning and is trained with a deep
averaging network (DAN) encoder. The final keywords of
the document are defined as the five candidate labels that
have the highest similarity rate with the different topics and
can represent the minimal information that provides a brief
overview of the text content.



B. Context Extraction

As formalized in (1), a context “ctx” is defined by a
label “L” and a set of keywords “Kwi”. In this section,
we focus on identifying the label “L”. In order to generate
the final label from the extracted keywords, we propose a
LSTM model which, from the different identified keywords,
allows to model a coherent sentence that represents the main
idea of the document. The label generation task requires two
main phases as shown in Fig 3.: (1) Training phase and (2)
Modeling phase.

Training the LSTM
model

******

Building the Markov
table

Markov table

Generated label

Set of Keywords

First keyword
prediction

Trained LSTM
model

Next word
prediction

Predicted first word

Generated sentence

Training

phase

Modeling

phase

Fig. 3. Label generation process

a) Training phase: Training is the essential step in any
machine learning process. It is the first step that prepares our
model in order to make accurate predictions and perform the
label generation task. There are two main tasks:

• Training the LSTM model: Starting from a set of
corpora containing sentences expressed in different
contexts, we trained an LSTM network. Our LSTM
model consists of six layers as shown in figure 4. The
embedding layer enables to convert keywords into a low
dimensional dense word vectors. The two LSTM layers
are separated with a dropout one to avoid over–fitting.
Another dropout layer is applied after the second LSTM
layer. Finally, to compute the score of each generated
words predicted by the model, a “dense” layer is used
with Softmax as the activation function.

embedding input:
output:

(None, None) (None, None, 128)
Embedding

lstm input:
output:

(None, None,128) (None, None, 128)
LSTM 

dropout input:
output:

(None, None, 128) (None, None, 128)
Dropout

lstm input:
output:

(None, None, 128) (None, 128)
LSTM

embedding input:
output:

(None, 128) (None, None, 100)
Embedding

dropout input:
output:

(None, 128) (None, 128)
Dropout

dense input:
output:

(None, 128) (None, 6829)
Dense

Fig. 4. Used layers of our LSTM model

• Building the Markov table: A Markov table is built,
from meaningful corpora, through a stochastic process
and which, in a bigram model for example, gives the
probability that a word b is the word that follows a
word a in a sentence. In our approach, the Markov table
is used to decide which word should be anticipated
as the first in the generated label, when the sentence
ends and how the words follow each other. It is also
used to check, for each iteration, the consistency of the
sentence generated by our LSTM model.

b) Modeling phase: Among the 5 selected keywords,
we consider the one that, according to our Markov table,
has the highest probability of being the first in the sentence.
Then, we use our LSTM model to predict the next word
and use it as part of the prefix for the next input of the
model. At this stage, we only consider the generated words
that belong to the keyword list or the stop word list. The
newly generated sentence is checked by the Markov table.
This process is repeated until the list of extracted keywords
is complete. This gives us the following algorithm:

Algorithm 1 Label modeling algorithm
1: function Labelmodelingtask(keywordList, stopword)

/*Building the markov model*/
2: Markovmodel←MakovChain(keywordlist)
3: generatedlabel← ””

/*prediction of the first word*/
4: for word ∈ keywordsList do
5: firstword← predictfirstword()
6: end for
7: generatedlabel← firstword

/*remove predicted first word from the keyword list*/
8: keywordList← removelist(firstword)

/*Prediction of the next word*/
9: repeat

10: predictedword← nextprediction(generatedlabel)
11: if (predictedword ∈ keywordlist or

predictedword ∈ stopword) then
12: generatedlabel ← genetratedlabel +

predictedword
13: keywordList← removelist(predictedword)
14: end if
15: until keywordlist = ∅
16: return generatedlabel
17: end function

Where:

• Markovchain(): is a method that use Markovfy library
to create the table and the convertFreqIntoProb function
to generate probabilities.

• predictfirstword(): is a method that use the
probabilities, given by the Markov table, of each
word to be at the beginning of a sentence in order to
predict the first word.

• removelist(): is a method that aims to remove a given
word from the keywordlist

• nextprediction(): is a method that use LSTM model
trained on our dataset to predict the next word.



C. Relation extraction

Stanford open–IE [28] is used in the relation extraction
process. It aims to extract binary relations from a document.
The system divides each sentence into a set of clauses. These
latter are then maximally shortened, resulting in a collection
of entailed shorter sentence fragments. The system then
segments these fragments into OpenIE triples (two entities
and a predicate).

D. Labeling of relations by the context

Initial relation extraction is performed with minimal
extraction criteria to retrieve all relations. Consequently, the
focus will be on how to select meaningful relations among
all initially extracted ones. Therefore, a filtering process to
eliminate the irrelevant relations is applied. The aim of this
kind of filtering is to keep only those relations which are
significant for the context of the document. For instance, if
we consider the following paragraph (§1):

(§1) : “The 2022 French presidential election was held on
10 and 24 April 2022. Emmanuel Macron, who is married
to Brigitte Trogneux, has beaten Marine Le Pen in the
presidential runoff and will serve another term as president
of France”

The application of the context extraction process to the
paragraph (§1) allows identifying the following context:
“2022 French presidential election”. The relation “Emmanual
Macron is married to Brigitte Trogneux” is considered as
irrelevant to this context. Figure 5 illustrates the process
of relations labeling by the context, which is categorized
into two main stages: (1) Filtering of relations according
to the context, and (2) the annotation of relations with the
corresponding label.

Relations filtering
According to the context

Generated label Set of relations 

Relation annotation
with the generated label

Relation annotation
with the label “other”Annotated relations 

Relevant relationYES

NO

Fig. 5. The process of Labeling of relations by the context

In order to determine whether the relation is relevant
or irrelevant to the context, a cosine similarity is applied
to quantify the similarities between each relation and the
remaining ones extracted from the document. Consequently,
we must, at first, transform the relations into real–valued
vectors that encode the meaning of the different words. To
do this, we have evaluated three different techniques: USE
[27], Bert [29] and Bert with transfer learning. Experiments,
presented in section IV-B0c, allowed us to use Bert with
transfer learning, which achieved the best results when
compared to USE and Bert. We propose a transfer learning
approach using the pre–trained model of BERT proposed
by [29]. This model is capable of adjusting its parameters
using a fine–tuning method in order to learn more about our

WikiContext dataset and their different contexts. The vector
associated with each relation is, then, compared to the vectors
associated with the other relations in the document using the
cosine similarity. Experiments and application of the first–
order iterative optimization ’Gradient Descent’ algorithm
[30], allowed us to use the threshold of 0.67 as the minimum
score indicating that a relation is relevant to the context.

When similarity scores are computed, two cases can be
distinguished: If the relation is relevant to the context of the
document, in this case, the relation is annotated with the
final label of the document. Otherwise, when the relation is
considered as irrelevant, we annotate it with the label “other”.

E. Relation classification according to the type

The objective of this step is to classify relations annotated
by context according to the type. The classification task is
based on CNN model proposed by [4]. This neural network
takes as input a sentence obtained in the pre–processing
phase. For each input, the tokens are transformed into low–
dimensional dense word vectors through Word Embedding
[31]. Then, the implicit local features are extracted by
the convolutional layer within multi window sizes. The
most deterministic features are then captured by the “max–
pooling” layer, which concatenates feature vectors from
multiple windows into a vector to represent the input
sentence. Following that, such sentence representations are
fed into a “fully–connected” layer to compute the score of
each relation.

IV. EXPERIMENTS AND EVALUATION

To demonstrate the practical interest of our approach,
a system has been developed implementing our solution.
This system allows to extract and classify relations from
documents according to their predefined–types and the
context of documents.

A. Datasets

We use three datasets to evaluate our approach:
• Our “WikiContext” dataset: our corpus is composed

of 30 contexts and created from a collection of 600
English texts published in Wikipedia. To validate the
corpus, each text was manually annotated with reference
keywords and a label that gives an overall idea of what
a document is about. This dataset is used to perform
quantitative evaluation of keywords extraction process
and the labeling of relations by the context process. We
use F1–score metric, to evaluate the performance of this
process.

• “New York Times”: To perform qualitative evaluation of
the context extraction process, we consider “New York
Times” dataset as a reference. In this step, we present
some generated label from state–of–the–art approaches
and compare them with our results. Furthermore, we use
ROUGE metric (R–1,R–2 and R–L) [32] to evaluate the
relevance of the generated labels.

• SemEval–2010 Task 8:This collection is used to
evaluate the relation classification process based on type
and context of use. Figure 6 shows an example of
10 randomly selected relations from the SemEval–2010
Task 8 test set. The first column contains the identifier id



of the sentence and the second one contains the sentence
annotated with two target nominals <e1> and <e2>:

Fig. 6. 10 randomly selected relations from the SemEval–2010 Task 8
test set

B. Results

a) Keywords extraction process results: The proposed
approach for keywords extraction is tested on the
“WikiContext” dataset. For each document, the output
extracted from our solution is evaluated against reference
keywords (annotated in our dataset. To do this, we compare
the results of our solution with the results of other
approaches, such as TF–IDF, TextRank, Rake, Yake, and
KeyBert. The results of this evaluation are shown in Table I

TABLE I
PERFORMANCE OF KEYWORDS EXTRACTION PROCESS ON

WIKICONTEXT DATASET

Method used for
keywords extraction

Precision(%) Recall(%) F1–score

TF–IDF 46.89 47.71 47.30
TextRank 15.48 20.94 17.80
Yake 27.17 27.25 27.21
Rake 37.25 37.25 37.26
KeyBert 14.80 14.86 14.83
TF–IDF+Jiang
and conrath (our
approach)

49.20 65.25 56.09

TF–IDF+USE (our
approach)

65.80 73.20 69.30

We can see that our method performs significantly better
than all of the baseline techniques. The best outcome for
our approach is based on combining TF–IDF, FPgrowth, and
USE, and it obtains 69,30%.

b) Context Extraction process results: The context
extraction process is evaluated qualitatively. Table II
summarized the performance in terms of ROUGE–Measure
on all the text included in the “New York Times” dataset.

TABLE II
GENERATED LABEL PERFORMANCE IN TERMS OF ROUGE MEASURE ON

NEW YORK TIMES DATASET

Algorithm used
for generated
label process

ROUGE1 ROUGE2 ROUGEL

label generated
by [33]

’f’:0.3,
’p’:0.5,
’r’:0.22

’f’:0.18,
’p’:0.33,
’r’:0.12

’f’:0.32,
’p’:0.60,
’r’:0.22

label generated
by [19]

’f’:0.48,
’p’:0.75,
’r’:0.35

’f’:0.21,
’p’:0.55,
’r’:0.13

’f’:0.44,
’p’:0.70,
’r’:0.33

label generated
by our approach

’f’:0.63,
’p’:0.65,
’r’:0.62

’f’:0.27,
’p’:0.58,
’r’:0.18

’f’:0.52,
’p’:0.55,
’r’:0.50

We can see that our approach significantly outperforms all
the baseline methods. Indeed, the ROUGE1, ROUGE2 and
ROUGEL values of our approach are much better than the
previous solution on the New York Times dataset.

Table III compares some of the results obtained by [33]
and [19] to our approach of 5 randomly selected texts from
the New “York Times” dataset

TABLE III
RESULTS PROVIDED BY OUR APPROACH COMPARED WITH THE RESULTS

OBTAINED BY [33] AND [19] ON “NEW YORK TIMES” DATASET

Titles
provided
by New York
Times

label
generated
by [33]

label
generated
by [19]

label
generated
by our model

2015 Was
Hottest Year in
Historical
Record,
Scientists
Say Record
Year Heat

Record Year
Heat

The Hottest
Year in the
Historical
Record

2015 Was the
Hottest Year
in Historical
Record

Apple Settles
Legal Dispute
With Nokia

Apple Nokia
Company

Apple and
Nokia Settled a
Legal Dispute

Apple Settles
a Legal
Dispute

Atlantic
Hurricane
Season Is
Expected to Be
Busy

Storm
Hurricane
Season
Forecast

Atlantic
Hurricane
Season

Atlantic
Hurricane
Season Is
Busy

Britain
Accuses Ghana
Lawmakers of
Visa Fraud

Visa Ghana
Parliament
Britain

British
authorities
accused
Ghana’s
Parliament of
Visa Fraud

Britain
Accuses
Ghana’s
Parliament of
Visa Fraud

Trump Will
Withdraw
U-.S. From
Paris Climate
Agreement

Trump
Agreement
Paris President

The Paris
Climate
Accord

Paris Climate
Agreement

Our context extraction results show that they are content–
rich and easy to understand compared with results obtained
by [33] and [19].

c) Results of relations labeling by the context: In order
to evaluate this process, we have tested three different
techniques USE, Bert and Bert with transfer learning to
determine if a relation is relevant to the context of use. We
perform a transfer learning approach using the pre–trained



model of BERT trained on our dataset WikiContext. Table
III summarized the obtained results.

TABLE IV
LABELING BY CONTEXT PERFORMANCE IN TERMS OF F1–MESURE ON

OUR WIKICONTEXT DATASET

Algorithm used
for labeling by
context

Precision(%) Recall(%) F1–score

Universal
Sentence
Encoder

59.15 68.25 63.37

Bert 69.50 75.20 72.23
Bert with transfer
learning (our
appraoch)

72.10 81.20 76.37

According to table IV, the pre–trained BERT model
trained on our dataset outperforms Universal Sentence
Encoder and Bert with F1–score of 76,37%.

d) Results of the classification based on the type and
the context: In this section, our approach for relation
classification according to types and context was applied.
Figure 7 gives an overview of our classification task achieved
on the ten sentences presented in Figure 6.

Fig. 7. Classification according to type and context achieved on the ten
sentences presented in Table 2

The first column represents the identifier id of the sentence
and the second one gives the result of the classification task:
the predefined–type annotated by context.

Experiments on documents required more work. Indeed
it was necessary, to determine the context of the document
at the same time as the classification of the relations. If
we consider a document from our dataset “WikiContext” as
shown in Figure 8, the five keywords extracted and the label
generated which represent the context are:

Keywords: Attacks, animal, problem, public, and health
Generated label: Animal attacks and public health

problem
Figure 9 shows the relations extracted from the document

presented in Figure 8 after applying the Stanford open–IE
system [27].

In order to eliminate invalid relations, the labeling by
context process is applied. The relation “United States in
1994” is considered as irrelevant to the “Animal attacks and
public health problem” context.

Finally, the different relations are annotated by the
identified context as follow (Figure 10).

Fig. 8. Document from WikiContext dataset

Fig. 9. Different relations extracted from the document

The different results presented in Figure 10 show
that our approach outperforms all the other systems
with adding relations contextualization. Adding precise
contextual capabilities to relations could be applied
in a variety decision–making applications. Relationship
contextualization, in particular when dealing with search
engines, improves the effectiveness of information search.

V. CONCLUSION

In information extraction, relation classification is an
important task. In the era of massive data, vital information
can be contained in unstructured text documents and are
therefore difficult to exploit. In order to obtain a contextual



Fig. 10. Relations annotated by the identified context

classification of relations, we propose in this paper a novel
approach, to realize context classification in addition of
predefined–type from relation. Experiments on three corpora
show that our system outperforms the state–of–the–art
relation classification systems.

There is still room for improvement despite our approach’s
encouraging results: (i) the proposed approach only uses deep
neural networks to address relation classification. In order
to improve results, we will modify our neural network by
adding a bi–linear tensor layer in place of the fully connected
layer. (ii) similarly, we only consider English language. It is
important in our opinion to generalize this work for complex
languages such as Arabic, Chinese, etc.
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