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ARTICLE INFO ABSTRACT

Keywords: Extractive multi-document summarization (MDS) is the process of automatically summarizing
Extractive Text Summarization a collection of documents by ranking sentences according to their importance and informative-
Word Embeddings ness. Text representation is a fundamental process that affects the effectiveness of many text
Sentence Embeddings summarization methods. Word embedding representations have shown to be effective for sev-
Centroid Approach eral Natural Language Processing (NLP) tasks including Automatic Text Summarization (ATS).
Transfer Learning However, most of these representations do not consider the order and the semantic relationships

between words in a sentence. This does not fully allow grasping the sentence semantics and the
syntactic relationships between sentences constituents. In this paper, to overcome this problem,
we propose an unsupervised method for generic extractive multi-document summarization based
on the sentence embedding representations and the centroid approach. The proposed method
selects relevant sentences according to the final score obtained by combining three scores: sen-
tence content relevance, sentence novelty, and sentence position scores. The sentence content
relevance score is computed as the cosine similarity between the centroid embedding vector of
the cluster of documents and the sentence embedding vectors. The sentence novelty metric is
explicitly adopted to deal with redundancy. The sentence position metric assumes that the first
sentences of a document are more relevant to the summary, and it assigns high scores to these
sentences. Moreover, this paper provides a comparative analysis of nine sentence embedding
models used to represent sentences as dense vectors in a low dimensional vector space in the
context of extractive multi-document summarization. Experiments are performed on the stan-
dard DUC"2002-2004 benchmark datasets and the Multi-News dataset. The overall obtained
results have shown that our method outperforms several state-of-the-art methods and achieves
promising results compared to the best performing methods including supervised deep learning
based methods.

1. Introduction

Nowadays, textual information in digital format is abundant on the web, and it represents about 80% of the infor-
mation circulating there. Hence, we are facing an inevitable and challenging problem of information overload, which
has highlighted the need to develop relevant and specific tools to alleviate this problem by allowing users to save time
and resources, as well as to find the most suitable information for their needs. Automatic Text Summarization (ATS),
by condensing texts while preserving their important aspects can help to process this ever-growing text collection effi-
ciently. The main idea of automatic text summarization is to find a subset of data that contains the information of the
entire set. Therefore, an ATS should deal with two fundamental issues (Saggion and Poibeau, 2013): (i) how fo select
useful and relevant information; and (ii) how to express this information in a coherent and a concise form. Different
types of automatic text summarization have been proposed. For instance, regarding the number of input documents,
single and multi-document summarization have been introduced. Similarly, based on the purpose of the summariza-
tion, it can be either generic or query-focused. Generic summaries represent all relevant facts of a source document
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without considering the users’ information needs, whereas in query-focused summaries, the content of the summary
is derived from the user’s information need or simply the user’s query. In this paper, we focus on generic extractive
multi-document summarization.

Several methods have been proposed for automatic text summarization. Generally, they are classified into two cat-
egories: extractive approach and abstractive approach. The former is designed to identify and select the most relevant
sentences exactly as they appear in the original documents. While the abstractive approach generates summaries by
concisely paraphrasing the document’s content, they are considered complex, and sometimes they are not completely
automatic. They require resources previously built that demand a high computational effort. Thus, as part of our
research, we will use the extractive approach for multi-document text summarization.

Extractive based methods consist mainly of three steps: (i) document analysis and representation; (ii) sentence
scoring; and (iii) sentence selection. The first step preprocesses and analyzes the documents to build a representation
of their content. Based on the latter representation, a score is assigned for each sentence to measure its relevance,
and finally, the top-ranked sentences are selected to form the summary. A suitable extractive method must select the
relevant sentences that satisfy and optimize coverage and diversity properties and also that minimizes the redundancy
between the selected sentences.

Many extractive text summarization methods proposed in the literature are based on Bag-of-Words (BOW) repre-
sentations of text documents (Radev et al., 2004). Despite their popularity, BOW features lose the ordering of words
and ignore the semantics of the words. Even though bag-of-N-grams representations consider the words order in a
short context, they suffer from data sparsity and the curse of dimensionality (Le and Mikolov, 2014). Based on the
idea that words in similar contexts have a similar meaning, Kagebick et al. (2014); Kobayashi et al. (2015a); Jain et al.
(2017); Rossiello et al. (2017); Ghalandari (2017) have proposed to use word embedding methods which represent
words as dense vectors in low-dimensional vector space using various pre-trained models inspired from neural net-
works language modeling. These representations have shown a better performance as a representational basis for ATS
tasks. However, representing relationships among multiple words and phrases in a single dense vector is an emerging
problem. For example, taking into account the following two sentences "You are going there to study not to teach"
and "You are going there to teach not to study", these two sentences will have an identical representation using word
embeddings and BOW representations, while their meanings are entirely different.

Therefore, learning viable representations of input data has been considered as a hot topic in current natural lan-
guage processing research. Indeed, the biggest challenge resides in learning the embedding vector of a whole sen-
tence. Even though pre-trained word vectors like word2vec (Mikolov et al., 2013) and GloVe (Pennington et al., 2014)
have been able to capture the meaning of single words, they do not fully consider the contextual information and the
structure of sentences. Recently, several sentence embedding models have been developed to learn distributed se-
mantic representations of sentences. Most of these models are based on deep neural network architectures including
recursive networks (Socher et al., 2013), recurrent networks (Hochreiter and Schmidhuber, 1997), convolutional net-
works (Kalchbrenner et al., 2014; Kim, 2014) and recursive-convolutional methods (Cho et al., 2014; Zhao et al., 2015)
among others. In the past few years, pre-trained sentence embedding models have shown state-of-the-art results on a
wide range of natural language processing tasks, including sentence similarity, sentiment analysis, question-answering,
text classification, and many other tasks (Conneau et al., 2017; Kiros et al., 2015; Cer et al., 2018; Devlin et al., 2019).
Sentence embedding methods aim to encode sentences into dense vectors, represented in a low dimensional vector
space, that accurately capture the semantic and syntactic relationships between these sentences constituents. Thus,
sentences with similar meanings are mapped to similar vectors, and simultaneously sentences with different meanings
are mapped to different vectors. Moreover, many NLP researchers have demonstrated the importance of pre-trained
sentence embedding models for transfer learning. Where these models are first pre-trained on a large amount of textual
data, and then transfer the learned knowledge to another downstream NLP task. Hence, pre-trained sentence embed-
ding methods allow us to save time and computational power as well as benefiting from knowledge learned across
multiple related tasks. Following this success, we propose to improve the extractive multi-document summarization
task by exploiting the capabilities of these representations.

In this paper, we propose an unsupervised extractive method for multi-document summarization based on the
centroid approach and sentence embedding representations. Indeed, the centroid-based approach has already applied
in multi-document text summarization (Radev et al., 2004) where the aim is to condense the meaningful information of
a cluster of documents as a set of statistically important words, that could be used to identify the salient sentences. The
centroid-based approach is often considered as a strong extractive multi-document summarization baseline in literature.
However, other experiments have demonstrated that applying some modifications to this baseline can improve the
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performance (Rossiello et al., 2017; Ghalandari, 2017). From this point of view, we proposed to improve this method
by introducing two major modifications: First, instead of representing documents using BOW and word embedding
representations, we explored the potential of the recent sentence embedding models. The latter choice is motivated
by the fact that sentence embedding models are considered as a breakthrough in NLP and showed state-of-the-art
performances for many NLP tasks, as well as the central role they play in transfer learning for NLP applications.
Second, in order to produce summaries with more information diversity, we improved the sentence scoring function
by combining linearly three metrics, namely sentence content relevance, sentence novelty, and sentence position.
To summarize, the main contributions of this work are as follows:

1. We propose an unsupervised method for extractive multi-document summarization based on the centroid ap-
proach and the sentence embedding representations.

2. We improve sentence scoring by combining three metrics, including sentence content relevance, sentence nov-
elty, and sentence position. We show that combining these three metrics leads to significant improvements.

3. We evaluate our method using nine sentence embedding models for extractive summarization task. We assess
the performance of these models and then provide an empirical analysis of these representations on text sum-
marization task using the standard DUC’2002-2004 datasets.

4. We compare our method with several state-of-the-art methods, including recent supervised deep learning based
methods on DUC’2004 and Multi-News datasets. Experimental results show that our method has achieved
comparable performances with several state-of-art methods.

We empirically evaluated the proposed method using ROUGE (Recall-Oriented Understudy for Gisting Evaluation)
metrics (Lin, 2004), more specifically, ROUGE-N (ROUGE-1, ROUGE-2, ROUGE-4), ROUGE-SU4, and ROUGE-L.
The aim is to measure the content similarity between the generated summaries and the corresponding reference sum-
maries (gold summaries). The obtained results show that the proposed method outperforms traditional baselines and
yields comparable performances to the recent state-of-the-art methods for multi-document summarization including
supervised deep learning based methods. Moreover, the proposed method is unsupervised, fast, and easy to implement,
which can be used as a baseline for evaluating multi-document summarization systems.

The rest of this paper is organized as follows. We discuss the related work in Section 2. We present in detail
the proposed method in Section 3. Section 4 describes the conducted experiments and presents the obtained results.
While section 5 provides a discussion of the obtained results. Finally, Section 6 concludes this paper and draws lines
for future work. The notations we use throughout the paper are summarized in Table 1.

2. Related Work

In this work, we propose an unsupervised method for generic extractive multi-document summarization based
on the centroid approach and sentence embedding representations. For this reason, we will briefly present the recent
sentence embedding models as well as some previous unsupervised extractive methods to make the paper self-contained
for reading. For the reader who is interested in a detailed overview of automatic text summarization approaches and
methods, he may refer to the recent surveys on the field (Yao et al., 2017; Aries et al., 2019).

2.1. Sentence Embedding Models

Traditional sentence embedding methods are based on weighting and averaging words vectors of their constituents
to construct sentences’ vectors. Recently, pre-trained sentence embedding models have emerged as important methods
for learning contextual representations. Most of these models are pre-trained using language modeling tasks on large
text corpora. The existing sentence embedding methods can be classified according to the learning paradigm into two
categories: i) parameterized methods and ii) non-parameterized methods.

Parameterized sentence embedding methods require training to optimize their parameters. For instance, the prob-
abilistic language model (Bengio et al., 2003), termed as NNLM, uses neural networks to model the conditional prob-
ability of a word, given a fixed number of the preceding words. Hence, the model learns simultaneously a distributed
representation for each word as well as the probability function of word sequences, expressed in terms of representa-
tions. Skip-Thought (ST) (Kiros et al., 2015) is an unsupervised model for learning generic and distributed sentence
representations called skip-Thought vectors. It is based on encoder-decoder models, where the encoder (usually based
on Recurrent Neural Networks (RNNs)) maps words to a sentence vector, and the decoder predicts the surroundings
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scoreconeniRelevance(§ Py | Content relevance score of the i — th sentence in the cluster D
score™v! (S, D)
scorePosition( gy

1

score/MI(S,, D)

Novelty score of the of the i — th sentence in the cluster D

Position score of the i —th sentence in the document d

Final score of the i — 74 sentence in the cluster D

Table 1
Notations used in the paper
Notations | Description
d ‘ Document of M sentences
M4 ‘ Number of sentences of the document d
D ‘ Cluster of m documents d
N | Number of sentences in D
S, ‘ The i — th sentence in the cluster D
@ ‘ Embedding vector of S, in the cluster D
/ ‘ Index of the sentence most similar to .S,
c, ‘ Centroid embedding vector of the cluster D
p(Slf’) ‘ Position of the i — th sentence in the document d
T ‘ Similarity threshold between sentences
a ‘ Weight of sentence content relevance
g | Weight of sentence novelty
A ‘ Weight of sentence position
|
|
|
|

sentences. Compared with a simple average of words embeddings representation, Skip-Thought model takes into ac-
count the order of words during the encoding/decoding process. In another work, Conneau et al. (2017) have proposed
the InferSent Embedding Model as a supervised model for learning universal sentences’ representations. The InferSent
model is trained using the supervised data of the Stanford Natural Language Inference (SNLI) dataset (Bowman et al.,
2015), considered as one of the largest and high-quality labeled corpus, designed for textual entailment tasks. The
authors have exploited seven different architectures for encoding sentences into fixed-size representations, more pre-
cisely, the standard recurrent models such as Long Short Term Memory (LSTMs) and Gated Recurrent Units (GRUs).
Therefore, they have shown that the bi-directional LSTM network with max-pooling trained with SNLI dataset (Bow-
man et al., 2015) makes the best sentence encoding method. Peters et al. (2018) have introduced the Embedding from
Language Models (ELMo), a deep contextualized word representation that first models syntactic, semantic, and other
complex characteristics of word use. Then, it captures how these uses vary across linguistic contexts. ELMo model
uses a bi-directional LSTM, trained using language model (LM) on a massive text dataset. Hence, it provides a very
rich representation of the token that can overcome the limitations of previous word embeddings where each word is
usually modeled as an average of their multiple contexts. Moreover, Cer et al. (2018) have recently proposed two
universal sentence encoders, namely the USE-DAN and USE-Transformer models. The USE-DAN uses a Deep Aver-
aging Network (Lyyer et al., 2015), where embeddings of words and bi-grams are averaged together and then used as
input to a feed-forward deep neural network to compute the sentence embedding. While the USE-Transformer model
builds sentence embedding using the encoding sub-graph of the transformer architecture proposed by (Vaswani et al.,
2017), which is solely based on attention mechanisms. This sub-graph computes context-aware representations of
words in a sentence by taking into consideration both the ordering and the identity of all other words. Both the USE-
DAN and USE-Transformer models take as input a lowercased Penn Treebank! (PTB) tokenized string and generate
as output a 512-dimensional sentence embedding. Furthermore, Devlin et al. (2019) have proposed the Bidirectional
Encoder Representations from Transformers (BERT), a recent text representation model trained on a large corpus of

I"https://nlp.stanford.edu/nlp/javadoc/javanlp/edu/stanford/nlp/process/PTBTokenizer.html"
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3300 M words, with two unsupervised tasks namely the masked language modeling and the next sentence prediction.
The BERT model is considered as a multi-layer bidirectional Transformer encoder that is based on the original Trans-
former’s implementation described in (Vaswani et al., 2017). Where two versions of BERT have been trained, namely
BERTp 45 and BERT; 4rGE-

Non-parameterized sentence embedding methods do not require any external data and any training only pre-trained
word embedding vectors. For instance, Ethayarajh (2018) proposes the Unsupervised Smooth Inverse Frequency
(uSIF) sentence embedding model as a refinement to the Smooth Inverse Frequency (SIF) model (Arora et al., 2016).
The author has shown that the word vector length has a confounding effect on the log-linear random walk model of
generating sentences in SIF. Hence, he has proposed a random walk model that handles this confounds, in which the
probability of word generation is inversely related to the angular distance between the word and the sentence em-
beddings. Thus, uSIF differs from SIF in that uSIF requires no hyper-parameter tuning, which means that it can be
used when there is no labeled data, which makes it completely unsupervised. The Geometric Sentence Embedding
(GEM) (Yang et al., 2018) is also a non-parameterized approach that requires zero training and zero parameters to con-
struct sentences’ representations. Inspired by the Gram-Schmidt Process in geometric theory, authors have developed
an innovative method based on an orthogonal basis to combine pre-trained word embeddings into sentence represen-
tations. They have built an orthogonal basis of the subspace spanned by word embeddings and its surrounding context
in the sentence to which it belongs. The semantic meaning of a word in a sentence is modeled based on two aspects:
its relatedness to the word vector subspace already spanned by its contextual words, and the word’s novel semantic
meaning, which is introduced as a new basis vector perpendicular to the existing subspace.

2.2. Extractive Text Summarization

Traditional unsupervised extractive text summarization approaches are generally classified into statistical-based,
graph-based, optimization-based, latent semantics-based and centroid-based approaches. The statistical-based ap-
proach combines statistical features to score sentences, where highly scored sentences are directly extracted to form
the summary. These methods do not require any complex linguistic processing, and thereby, they are independent of
the language and the domain of the text to summarize. We distinguish between sentence-level features such as sen-
tence position, sentence length, sentence centrality, sentence resemblance to the title, etc. Word-level features attribute,
though, a score for each word in the sentence, such as TF-IDF (Term-frequency-Inverse Document Frequency), mutual
information, information gain, and residual inverse document frequency. Ferreira et al. (2013); Oliveira et al. (2016)
have provided a comparative analysis of these features by applying them on single and multi-document summarization
tasks. Graph-based approach (Erkan and Radev, 2004; Mihalcea and Tarau, 2004; Baralis et al., 2013) aims to rep-
resent document units (words, sentences) as a graph, and then apply graph-based ranking algorithms to generate the
summary. Indeed, complex networks have shown to be useful for text summarization. For instance, Amancio et al.
(2012) have developed an extractive summarizer that combines complex network analysis with language-dependent
text processing. Where, they have employed new statistical metrics, namely betweenness, vulnerability, closeness,
and diversity, to select relevant sentences. They have demonstrated that diversity measurement is more advantageous
in generating informative summaries than the other centrality metrics. In the same context, Tohalino and Amancio
(2018) have proposed a novel extractive method for multi-document summarization based on complex networks and
multilayer networks. Where nodes represent sentences and edges are created by computing the similarity between two
sentences using several measurements such as degree, strength, page rank, shortest path, and among others. Then,
a multilayer network is established by considering each document as a layer. Unlike the previous works, they have
demonstrated that such a distinction between intra-layer and inter-layer leads to better performance. Optimization-
based approach (McDonald, 2007; Gillick et al., 2008; Metzler and Kanungo, 2008; Garcia et al., 2018) models the
summarization task as an optimization problem using methods such as the integer linear programming (ILP), the sparse
optimization, and the constraint optimization. While the Latent Semantic Analysis (LSA) based approach (Steinberger
and Jezek, 2004) aims to analyze the semantic relationships between a cluster of documents and the terms it contains,
it applies the Singular Value Decomposition (SVD) to extract the salient sentences of the documents.

The centroid-based approach aims to score sentences by computing the similarities between these sentences and
the centroid. The centroid is defined as "a set of words that are statistically important to a cluster of documents" (Radev
et al., 2004). Thus, the main idea of this approach is to build a pseudo_cluster that encodes the most meaningful infor-
mation of a cluster of documents. The original centroid-based method for extractive multi-document summarization
has been proposed by Radev et al. (2004). Where, each sentence \S; in a cluster of documents is represented as a Bag-of-
Words (BOW) vector with the ¢ f — id f weighting scheme (Ramos et al., 2003), noticing that the dimension of vectors
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is equal to the documents’vocabulary size. After, words with the 7 f — id f greater than a topic threshold are selected
as centroid keywords. Hence, the centroid vector is obtained by calculating the mean? of the keywords vectors that are
considered central to all the articles in the cluster. Finally, the relevance of each sentence in the cluster is measured in
relation to its cosine similarity to the centroid of the cluster, and then the top-ranked sentences are iteratively selected
to form the summary taking into consideration the desired summary length. Indeed, this method is usually used as a
baseline for evaluating extractive multi-document summarization. Other experiments have shown that applying some
modifications to this baseline method can perform quite well (Ghalandari, 2017). For instance, Rossiello et al. (2017)
have proposed to improve the original centroid-based method relying on three major modifications: (i) exploiting the
compositional capabilities of word embedding representations instead of using BOW representations; (ii) focusing
only on the most important terms of the input documents; and (iii) minimizing the redundancy by adopting the cosine
similarity between sentences, where a new sentence is included in the summary only if it does not exceed a similarity
threshold to any of the already included sentences. The obtained results have shown that this method performs bet-
ter than the original centroid-based method. Moreover, Ghalandari (2017) has applied the centroid approach at the
summary level rather than the sentence level. First, they select candidate sentences and represent the summary as the
centroid of its sentences. Then, a greedy algorithm is used to maximize the similarity between the centroid of the
summary and the centroid of the cluster of documents in order to find the best summary under a length constraint. The
obtained results have also illustrated higher performance over the original centroid-based method.

Recently, extractive approaches based on supervised and unsupervised deep learning architectures have gained
much attention, providing significant results. For instance, Zhong et al. (2015) have proposed an unsupervised extrac-
tive method for query oriented multi-document summarization where Deep Restricted Boltzman Machines have been
adopted to learn hierarchical concept representations. Based on these concepts representations, sentences are scored
and selected to form the summary. Yousefi-Azar and Hamey (2017) have also proposed an unsupervised extractive
query-oriented summarization method for single-document that is based on a stochastic version of deep auto-encoders
called the Ensemble Noise Auto-Encoders (ENAE). The ENAE adds some noise to the input text representation and
then select the relevant sentences from an ensemble of noisy runs. Joshi et al. (2019) have developed SummCoder,
an unsupervised framework for extractive generic single-document summarization based on deep auto-encoders, this
method differs from the method proposed by (Yousefi-Azar and Hamey, 2017) as it uses sentence embedding models
to represent input documents instead of using term-Frequency (tf) features.

Text representation is a fundamental process that affects the effectiveness of text summarization methods. Tra-
ditional ATS methods are rule-based, and most of them rely on hand-crafted features. Recently, word embeddings
that are based on deep neural networks have shown significant progress in automatic text summarization task. The
representation power of neural networks is related to their ability to learn high-level features across multiple layers
and create accurate decision boundaries for the input instances. Recently, Mohd et al. (2020) have proposed a novel
method for extractive text summarization based on the word embedding representations and the k-means clustering
algorithm (Hartigan and Wong, 1979). First, they represent the input sentences using the Word2Vec model (Mikolov
et al., 2013); then, they apply the k-means algorithm to form clusters that are semantically related. And finally, they use
anovel ranking algorithm based on various statistical features(i.g. sentence length, sentence position, etc.) to select the
relevant sentences. Furthermore, other ATS researchers have adopted methods for learning sentence representations
instead of word representations because sentence representations are able to capture the semantic relationships among
words. For this purpose, several works exploit Convolutional Neural Networks architectures. For instance, Denil et al.
(2014) have proposed a hierarchical convolutional model to introspect the structure of the document. This model con-
sists of a sentence-level component and a document-level component. At sentence-level, a ConvNet is used to learn
sentence representation based on their words embeddings. At the document-level, another Convolutional Network is
applied to learn the entire document representation based on their sentences’ embeddings obtained in the first level.
Then based on these representations, sentences are scored and selected to form the summary. Yin and Pei (2015) have
also introduced a method based on convolutional neural networks where each sentence is projected to a continuous
vector space, then an optimization process is run to select relevant sentences taking into consideration their "diversity"
and "prestige" cost. Moreover, Cao et al. (2015) have developed a system based on enhanced convolutional neural
networks, which automatically learn summary prior features for extractive summarization task.

Other automatic text summarization methods use pre-trained sentence embedding models that seek to map sen-
tences into dense vectors that encode the semantics of these sentences. Kagebick et al. (2014) have introduced a novel

2Qther works use the sum to compute the centroid vector of a document or a cluster of documents. The similarity value does not change when
using the cosine similarity since the angle between vectors remains the same/
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method of sentence embedding representations based on submodular optimization (Lin and Bilmes, 201 1) for the prob-
lem of multi-document summarization. Kobayashi et al. (2015b); Yogatama et al. (2015) have used pre-trained sentence
embedding models for extracting relevant sentences following an unsupervised optimization paradigm. Furthermore,
Cheng and Lapata (2016) have also proposed a data-driven approach based on neural networks and continuous sen-
tence features for single document extractive text summarization task. Yasunaga et al. (2017) have introduced a neural
multi-document summarization system; it is based on a Graph Convolutional Network (GCN) that takes sentences’
embeddings obtained from Recurrent Neural Networks as input node features. Zhang et al. (2017) have proposed a
sentence vector encoding framework based on a deep LSTM model; it embeds sentences into continuous vectors for
single-line text summarization task.

In contrast to the existing centroid-based methods for extractive multi-document summarization (Radev et al., 2004;
Rossiello et al., 2017; Ghalandari, 2017), we explore the potential of transfer learning from sentence embedding models
to improve the performance of sentence representation and thus boost the performance of the proposed method. The
idea is justified by the fact that transfer learning helps in saving time and computational power as well as benefiting from
knowledge learned from other natural language understanding tasks. Moreover, we showcase how the combination of
the sentence content relevance, sentence novelty, and sentence position metrics improves the performance of extractive
multi-document summarization. Finally, we provide a detailed empirical study of the recent sentence embedding
models on extractive multi-document summarization task that elucidates their interesting aspects and presents some
differences between them.

3. Proposed Method

In this work, we propose an unsupervised method for extractive multi-document summarization based on the cen-
troid approach and the sentence embedding representations. We use sentence embedding models to represent input
documents and to build the centroid vector related to a cluster of documents. We adopt three essential metrics to com-
pute sentences’ scores and to determine which sentences are relevant for the summary. The proposed method consists
of five main steps: (1) preprocessing, (2) sentence embedding, (3) centroid embedding, (4) sentence scoring, and (5)
sentence selection. The overall architecture of the proposed method is illustrated in Figure 1 while its procedure is
reported in Algorithm 1.

Algorithm 1 Pseudo code of the proposed method

Input: Sents: an array of N sentences of the cluster D; sentPositions: an array of sentences positions; docLens: a
dictionary of documents lengths; embeddingModel: sentence embedding model; limit: summary length; z: sentence
similarity threshold, e, f#, and A: weighting parameters

Output: summary

Begin
finalScores, contentRelevanceScores: N-dimensionanl arrays > Local variable
sentVectors < embeddingM odel.embed Sentences(Sents) > Sentences embeddings
clusterCentroid < mean(sentV ectors) > Computing the centroid vector of the cluster D

for i «1to N do
contentRelevanceScores[i] < scorecontentRelevance sontV octors[i], clusterCentroid)
end for
for i <« 1to N do
noveltyScores «— score™veY(sentV ectors, i, content RelevanceScores, )
M4 — docLens(i) > The length of the document d containing sentence i
positionScores « scorePiion(sent Positions[i], M%)
finalScores[i] < a * contentRelevanceScores[i] + B * noveltyScores + A1 * positionScores
end for
summary « generateSummary(Sents, finalScores,limit)
return summary

End
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Figure 1: Architecture of the proposed method for extractive multi-document summarization.

3.1. Preprocessing

In the preprocessing step, we follow the commonly used pipeline for multi-document summarization task where
we represent a cluster of documents by a set of sentences. Formally given a cluster D containing m documents
D =[d,,d,,...d,]. First, we split each document d; from the cluster D into sentences using the open-source software
library for Advanced Natural Language Processing spaCy’. Then, we use Natural Language Toolkit* (NLTK) and reg-
ular expressions to clean these sentences by converting all words in lower case as well as removing special characters,
redundant whitespaces, XML/HTML tags, URLs and email addresses. And thus, we finally obtain a cluster D of N
sentences, formally denoted as D =[S, Sy, ..., Sy .

3.2. Sentence Embedding
After the preprocessing step, the next step is to map each sentence .S; in the cluster D into a fixed-length vector

SiD using one of the pre-trained sentence embedding models described in section 2.1 (e.g. uSIF, DAN, BERT, ...).
Generally, there are two strategies to use these models for Natural Language Processing (NLP) tasks: (i) feature-based
approach, which uses the pre-trained models to extract fixed features in order to use them as input to NLP tasks.
(ii) Fine-tuning based approach, which trains the downstream tasks by fine-tuning the pre-trained sentence embedding
models parameters. Since we propose an unsupervised method for extractive multi-document summarization, we adopt
the feature-based approach where the pre-trained model is applied on the cluster of the documents to be summarized.
This shows the particular advantage of representation learning that allows us to reuse external knowledge, especially
when we do not have a large amount of training data.

3.3. Centroid Embedding

In this step, we build the centroid embedding vector of the cluster D. Formally, given a cluster D of N sentences
D =[5, 5,,...,8x], where each sentence .S, in the cluster D is represented by an embedding vector SI.D (see previous

section). Thus, to construct the centroid embedding vector @ of the cluster D, we compute the mean vector of this

3https://spacy.io/
“https://www.nltk.org/
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cluster’s sentences embeddings vectors, described as follows:
1 o
Co=o > sp ey
i=1

Where C? denotes the centroid embedding related to the cluster D, N is the number of sentences in D, and .S l.D is the
embedding vector of the sentence ;. The idea behind using sentence embedding representations to build the centroid
relies on the fact that Bag-of-Words and word embeddings representations lose the word order as well as they ignore the
sentence semantic by neglecting the semantic relationships between words in sentences. Figure 2 presents a conceptual
representation of the centroid-based approach for extractive text summarization.

dimension
A

sentence ,
sentence 3

Centroid

sentence
sentence y

dimension ,

»
dimension

Figure 2: Conceptual representation of the centroid-based approach for extractive multi-document summarization. A
cluster of documents D is represented as a set of N sentences. Each sentence .S, is represented in a space of k-dimensional
vector space using a sentence embedding model. The centroid vector of the cluster D is computed as the mean of the
cluster's sentences embeddings vectors.

3.4. Sentence scoring

Sentence scoring represents the fundamental cornerstone of extractive text summarization methods; it assigns a
score for each sentence in the cluster, which helps to decide whether a sentence is relevant to the summary or not. In
our case, we propose to score each sentence .5; in the cluster D by combining three metrics. (1) The sentence content
relevance; (2) the sentence novelty; and (3) the sentence position. Formally, we consider a cluster of documents D
composed of N sentences D =[S, .5,, ..., S7]. Let’s denote the sentence embedding vector of the sentence .S; in the

cluster D as SiD , and the centroid embedding vector of the cluster D as CT,:;, where both the SiD and the CT;, represent
real-valued vectors in a k-dimensional Euclidian space R¥. Hence, in the following subsections, we will describe in
detail the three metrics used to score each sentence .S; in the cluster D.

3.4.1. Sentence content relevance score .

The proposed method makes use of the sentence embedding vector SiD and the centroid embedding vector CTD'
(See section 3.2 and section 3.3) to compute the sentence content relevance score. The centroid aims to condense
the meaningful information of the cluster in one vector. Hence, it is reasonable to assume that the sentences’ vectors,
which are more similar to the centroid vector, are considered more relevant than the other sentences in the cluster. Thus,
to obtain the sentence content relevance score of the sentence .S; in the cluster D, we compute the cosine similarity

between the sentence embedding vector SiD and the centroid embedding vector CT) as described in equation 2.

—
scorecontentRelevance (¢ 1y — cogineSimilarity(SP,Cp) = —Si b 2
i» D) = (S, Cp) = 2)

—_—

ISP Cp |l

Where scorecontentRelevance represents the content relevance score of the sentence S, in the cluster D, C}, is the centroid

content Relevance

embedding vector of the cluster D, and S[D is the embedding vector of the sentence S;. The score is

Lamsiyah et al.: Preprint submitted to Elsevier Page 9 of 23
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bounded in [0,1], where sentences with higher scores are considered more relevant.

3.4.2. Sentence novelty score

The main purpose of using sentence novelty metric is to deal with redundancy and to produce summaries with
good information diversity. In this work, we adopted the sentence novelty score proposed by Joshi et al. (2019). The
sentence novelty metric computes the novelty of each sentence S; in the cluster D; it assigns to the sentence a low
score when it is redundant and a high score when it is novel. Thus, in order to get the novelty score of a sentence .S;
in the cluster D. First, we compute its similarity with all the other sentences in the cluster D by measuring the cosine

similarity between their corresponding embedding vectors, as described in equation 3. Where, SiD and S]? represent
the embedding vectors of the sentence S; and the sentence .S, respectively, and N is the number of sentences in the
cluster D.

D ¢D
—_—— 2.S
sim(S;, S,) = cosineSimilarity(SP, SPy = ————* 1 <k<N,i#k 3)
ISP 1Sl

Then, if the maximum of the obtained similarities sim(.S;, S}), 1 < k < N,i # kis below a given threshold 7, then the
sentence .S; is considered novel. When the similarity between two sentences of the cluster D is greater than the given
threshold, the sentence with the higher content relevance score gets the higher novelty score. The sentence novelty
score (Joshi et al., 2019) is calculated as follows:

1,if max(sim(S;,S,)) <7,1 <k<N,i#k
1’ if max(sim(S,-, Sk)) > 1 and scarecontentReleuance(Sl_’ D) > scorecantemReleuance(Sl’ D),

score™"V(S,, D) = I = arg max (sim(S;, Sy)), | <k < N,i#k
sim(S;,S})
1 — max(sim(S;, Sy)), otherwise,

@

Where sim(S;, S)) reprsents the similariy between the sentence .S; and the other sentences in the cluster D, as described
in equation 3. [ is the argmax of the sim(sS;, .S;), which means that / represents the index of the sentence that is the
most similar to the sentence .S; in the cluster D. The score"*""¥ and the sim(S;, S, ) are bounded in [0,1]. 7 represents
the threshold, in order to determine the best value of 7, we have tested several values of 7, namely the values comprised
between [0.5, 0.95] with constant steps of 0.05.

3.4.3. Sentence position score

Sentence position has been introduced first by Edmundson (1969); it is considered as one of the most effective
sentence-based heuristics for selecting relevant sentences, especially for news articles (Oliveira et al., 2016). In our
method, we use the sentence position scoring metric that is introduced by Joshi et al. (2019). Formally, given D a
cluster of m documents, and each document d consists of M sentences. The sentence position score is computed, as
shown in equation 5.

. —p(S%)
scoreP’s"n(§4) = max(0.5, exp(ﬁ)) ©)
VM

Where, scorePUSi’i”"(S;i) represents the position score of a sentence .S; in a document d, — p(Sid) is the ith position of S
in d with p(Slfj) starting by 1, and M¢ is the number of sentences in the document d. The obtained score is bounded in
[0.5, 1], assuming that the first sentences in a document are the most relevant. The importance of sentences decreases
when the sentence goes far from the beginning of the document, noticing that the score remains constant at the value
of 0.5 after a number of sentences.

3.5. Sentence selection
In order to generate summaries with good information diversity, we score each sentence S; in the cluster D by
combining linearly three scores including the sentence content relevance score (equation 2), the sentence novelty score
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(equation 4), and the sentence position score (equation 5). Hence, we assume that relevant sentences are those that
maximize the weighted sum of the three scores. Formally, the final score of a sentence .S; in the cluster D, denoted as
score/™ml (S, D), is defined by the following equation:

Scorefinal(si’D) = a % ScorecontentRelevance(Si’D) + ﬁ * scorenouelty(si’D) + A% Scoreposition(S;i) (6)

Where, a+f+ A4 = 1 with e, g, A € [0, 1] with constant steps of 0.1. Finally, the top ranked sentences are iteratively
selected to form the final summary respecting the compression rate (pre-given summary length).

4. Experimental results

In this section, we present a comparative analysis of the results obtained by the proposed method according to
the used sentence embedding models and the sentence salience scoring techniques. Hence, the experiments were
performed to address the followings issues: (1) Evaluating the use of sentence embedding models on extractive multi-
document summarization task; (2) Investigating the impact of the used sentence salience scoring techniques on the
performance of sentence scoring phase; (3) Comparing the centroid-based method using three different representa-
tions (bag-of-words, word embeddings, and sentence embedding); and (4) Assessing the performance of the proposed
method in contrast to the supervised and unsupervised state-of-the-art methods. Before presenting the experimental
results, we provide a brief description of the used datasets, the evaluation measures, the experimental setup, and the
approaches used for comparative analysis.

4.1. Datasets

In this work, we evaluate our method on four datasets for generic multi-document summarization including the
standard DUC’2002-2004 datasets and the recently released Multi-News dataset (Fabbri et al., 2019). DUC (Doc-
ument Understanding Conference) datasets are created by NIST> (National Institute of Standards and Technology)
and considered as the widely used corpora for evaluating text summarization. DUC’2002 and DUC’2003 datasets
contain 59 clusters and 30 clusters, respectively. Each cluster consists of approximately 10 English articles of news,
distributed by TREC. While DUC’2004 Task 2 dataset includes 50 clusters, where each set consists of 10 documents,
coming from Associated Press and New York Times newswires. For each cluster, four summaries written by different
experts are provided. Table 2 describes the three underlying datasets. Besides, the Multi-News dataset represents the
first large scale multi-document news summarization dataset. It contains about 44972 pairs for training, 5622 pairs
for development, and 5622 for the test. The average of summaries is about 264 words paired where each summary is
paired with a cluster of documents of average 2103 words.

Table 2
A description of DUC'2002, DUC'2003 and DUC'2004 datasets (Dernoncourt et al., 2018)
Dataset Domain Clusters Documents Sentences Tasks
DUC'2002 News 59 576 14 370 Generic single and multi-document
DUC'2003 News 30 309 7691 Generic single and multi-document
DUC'2004 News 50 500 13135 Generic multi-document

4.2. Evaluation measures

For evaluation, we have adopted the Recall-Oriented Understudy for Gisting Evaluation (ROUGE) (Lin, 2004),
particularly ROUGE-N (ROUGE-1, ROUGE-2, and ROUGE-4), ROUGE-SU4, and ROUGE-L. ROUGE is a fully
automated and state-of-the-art method for text summarization evaluation.
ROUGE-N measures the similarity between system summaries and a collection of summaries models (human sum-
maries) based on the n-gram comparison and overlap. It is computed as follows:

ZSE(ReferenceSummary) ZN—grame(S) Counlmatch(N - gram)

ROUGE - N =
ZSE(ReferenceSummary) ZN—grame(S) Counl(N - gram)

)

Shttps://duc.nist.gov/
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Where, N is the length of N — gram, Count,,;.,(N — gram) is the maximum number of N — grams that occur in
both gold summary and candidate summary. ROUGE-1 and ROUGE-2 are the most used ROUGE measures, and they
calculate the number of overlapping unigrams and bigrams respectively.
ROUGE-SU4 measures the overlap of skip-bigram between a system summary and a set of reference summaries with a
max distance of four words. While ROUGE-L evaluates the fluency of the summary, it is based on the Longest Common
Subsequence (LCS) that takes into account the sentence level structure similarity. Let us denote X a candidate summary
and Y a gold summary that contains » words. ROUGE-L is calculated as follows:

RoUGE 1 = LESOLT) ®
Where, LC.S(X,Y) is the length of the longest subsequence of X and Y.
We have calculated ROUGES scores with the ROUGE toolkit (version 1.5.5), adopting the same ROUGE settings® that
are used on DUC and Multi-News datasets for multi-document summarization. Following the state-of-the-art methods
guidelines, we report Recall and F1-score values of ROUGE evaluation metrics on DUC datasets and the Multi-News
dataset respectively.

4.3. Experimental setup

The proposed method has been developed using Python, relying on Tensorflow’ and Keras® libraries. To gener-
ate sentences embeddings, we used the pre-trained models described in Section 2.1 on DUC’2002, DUC’2003, and
DUC’2004. Where each model is used to embed a sentence into a dense vector; in other words, we extract the sentence
embedding vectors and use these representations directly in our method, without any additional fine-tuning. Table 3
presents a concise comparison of the different sentence embedding models evaluated in this work.

Table 3
Comparison of the different sentence embedding models evaluated in this work. The embeddings size are the final sentence
embedding after applying word embedding methods (e.g. word2vec)

Models Learning pardigms Training method Word Vectors Embedding size Datasets

uSIF Non-parameterized Unsupervised ParaNMT 300 -

GEM _GloVe Non-parameterized Unsupervised GloVe 300 -——=

GEM _LexVec Non-parameterized Unsupervised LexVec 300 -——=

ELMo Parameterized Supervised -——= 1024 One Billion Word Benchmark
NNLM Parameterized Supervised -——= 128 English Google news
USE-DAN Parameterized Both Skip-gram 512 SNLI, Wikipedia, news, web pages ...
USE-Transformer Parameterized Both -——= 512 SNLI, Wikipedia, news, web pages ...
InferSent  GloVE Parameterized Supervised GloVe 4090 SNLI dataset

InferSent FastText Parameterized Supervised FastText 4090 SNLI dataset

BERT .k Parameterized Unsupervised -——= 768 BookCorpus and Wikipedia
BERT, ireE Parameterized Unsupervised —-—= 1024 BookCorpus and Wikipedia
Skip-Thought Parameterized Unsupervised CBOW 2400 BookCorpus

The final score of a sentence is computed through a combination of three scoring methods: the sentence content
relevance, the sentence novelty, and the sentence position scores, as described in equation 6. Where, @, f, and A are
comprised between [0, 1] with constant steps of 0.1 and the threshold = is comprised between [0.5, 0.95] with constant
step of 0.05. In order to determine the values of these hyperparameters, we employed a similar procedure to the
one that is used by Joshi et al. (2019). We built a small held-out set by shuffling and randomly sampling 25 clusters
from the validation set of the Multi-News dataset. Then, we performed a grid search on the held-out set under the
condition a + f + A = 1, which gave us a total of 330 feasible combinations. Accordingly, the obtained values of
the hyperparameters are 0.6, 0.2, 0.2, and 0.95 for «, f, 4, and 7, respectively. Finally, we generated the summaries
of DUC’2002-2004 and the Multi-News datasets using the latter combination. Moreover, we performed the paired

SROUGE-1.5.5 with parameters "-n 4 -m -1 100 -c 95 -r 1000 -f A -p 0.5 -t 0" (DUC), "-a-c 95 -m -n 2 -2 4 -u -p 0.5 -1 300 "(Multi-News)
https://www.tensorflow.org/
Shttps://keras.io/
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Student’s t-test for statistical significance testing and attached a superscript to the performance number in the tables
when the p — value < 0.05.

4.4. Proposed method evaluation

Firstly, the experiments are conducted to investigate the performance of the three sentence scoring measures as well
as to assess the impact of their combination. The main goal of these experiments is to answer the following research
question: 1) Does the combination of the sentence novelty metric, the sentence position metric, and the centroid-based
method improve the performance?

To answer the latter question, we have performed four runs on DUC 2004 dataset, described as follows:

e Run 1 : the sentence content relevance score (centroid based method);

e Run 2: the combination of sentence content relevance and position scores;
e Run 3: the combination of sentence content relevance and novelty scores;
e Run 4: the combination of the three sentence scoring measures.

Table 4 summarizes the obtained results of the four runs. Moreover, a concrete example of the system summaries
generated by these four runs using uSIF model along with the reference summaries is illustrated in Table 8 in Section
A.

Table 4

The obtained results of the different scoring measures and their combination using nine different sentence embedding
models on the extractive multi-document summarization dataset DUC'2004. For denoting statistical significance results,
the superscripts 1, 2, 3, and 4 indicate significant improvement (p — value < 0.05) over Run 1, Run 2, Run 3, and Run 4,
respectively.

‘ Run 1 ‘ Run 2 ‘ Run 3 ‘ Run 4
Models R1 R2 R4 [|R1 R2 R4 |R1 R2 R4 [R1 R2 R4
uSIF 30.03 9,06 139 ([39.67 948 154 (3921 935 161 ([39.72 9.79'% 1.65!
USE-DAN 30.45 8.18 1.12 [39.94'39.75'3 1513 [30.48 8.76 1.18 [40.14'3 9.85'3 1.58'3
USE-Transformer  [37.49 7.93  0.87 ([39.47'7048'% 1423 [3893 806 112 [39.84'% 0533 148!
NNLM 37.05 7.93 097 [39.19'39.02% 1353 |38.73! 8.96' 1.14' [39.45'3 9.19'3 1.4413
ELMo 36.83 7.86 0.89 [38.23! 8.69'% 121! [37.64 8.08 1.09 [38.35' 8.76'% 1.25!

InferSent_GloVe 3843 853 124 3861 877" 132 (3855 858" 126 [38.71' 9.17"3 1.38!
InferSent _FastText [33.43 5.64 0063 [34.39'36.64'° 093 (3362 595 076 [34.80'%%7.08'>% 1.01'
Skip-Thought _Unid[36.09 7.49 073 [36.68 8.04' 1.08 [36.19 7.97 0098 [36.73' 8.06' 1.12'
Skip-Thought_Bid [37.29 836 094 (3753 8.65 125 [37.47 843 109 [37.54' 8723 132!

GEM _ LexVec 3373 545 053 [3406 6.14 062 [33.95 552 059 [34.08' 638" 0.77'
GEM_GloVe 33.75 589 071 [34.28 687 097 [3418 658 083 [34.82' 6.97' 0.98'
BERT p,55 27.76 3.66 023 [28.82' 4.34' 056' [27.8 418 031 [28.92' 443" 0.59'
BERT  srcE 2317 325 026 [24.85' 3.67' 0.32' [24.38 331 028 [24.89' 3.83' 0.34!

Table 4 shows clearly that the content relevance measure achieves a good performance, especially for the uSIF,
USE-DAN, USE-Transformer, NNLM, InferSent_GloVe, and the bidirectional Skip-Thought (Skip-Thought_Bid) mod-
els in terms of R-1, R-2, and R-4 scores. Although the combination of the content relevance and the novelty scores
(Run 3) improved the performance, the overall obtained results do not show significant improvement over the sentence
content relevance scoring method (Run 1). Moreover, the combination of the content relevance and sentence position
scores (Run 2) has lead to significant improvements over the sentence content relevance (Run 1) and its combination
with sentence novelty (Run 3) for the majority of the used embedding models. The latter can be explained by the fact
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that the first sentences of news articles constitute the most relevant and vital parts of these articles’ content. Finally,
the combination of the three sentence scoring measures (Run 4) has provided a significant improvement for most of
the used sentence embedding models. Thus, these three metrics are complementary to each other and improve the
performance of the multi-document summarization task. Indeed, incorporating sentence novelty and position scores
to the centroid-based method significantly improves the performance.

Secondly, we have performed several experiments to evaluate the performance of each sentence embedding model
used in our method. These experiments aim to address the following research question: 2) Which are the best sentence
embedding models for the extractive multi-document summarization task?

Table 5 presents the comparison results of the different sentence embedding models exploited in the proposed
method, using the combination of the three sentence scoring measures on the three multi-document summarization
datasets DUC’2002-2004. Moreover, Figure 3 shows the performance of the used sentence embedding models in
terms of ROUGE-1, ROUGE-2, and ROUGE-4 recall scores.

Table 5

Comparison results of the different sentence embedding models using the combination of the three sentence scoring
measures on the three extractive multi-document summarization datasets. For denoting statistical significance results, the
superscripts number indicates significant improvement (p — value < 0.05) over the sentence embedding model that has
the same superscript number attached. The interval i — j indicate a significant improvement over models that have a
superscript number attached ranging from i to j.

| DUC’2004 | DUC’2003 | DUC’2002
Models R-1 R-2 R-4 R-1 R-2 R4  |R1 R-2 R-4
uSIF! [39.7257-13 97913 1657713 |38.20979°13 02757713 1.4857-13|37.4257-13 8195713 1.29%7-13
USE-DAN? 40.14°1 98513 15813 |38.35%7:9715 9.067713  1.28%7-13|37.56>7-13 8245713 1.18%7-13
USE-Transformer®  [39.84%7-13 953%7-13 148313  [38,05%7%713 863"7-13 1.12%7-13|36.82%713 8.09>713  1.127-1
NNLM* 39.45%7713 919713 14457713 3811579713 91757713 1.56%713(37.11%7-13 7.6575.10-13 1 047.10-13
ELMOS ‘38‘357—13 8_767—8,10—13 1_257—8,10—13‘34_027,12—13 6_2312—]3 0_7412—]3 ‘35_747,]0—13 7_497—8,]0—13 0_947,]0—13

InferSent_GloVeS  [38.717°13  9.177-13  1.387-810-13[37 503713 9 015713 1.4757-1337.1657-13 075713 1.19%7-8.10-13
InferSent _FastText” [34.89!%12-13 7 081012713 1 0110.12-13 |37 g312-13 6 6112713 07112713 |32.8212°13 5441213 67213
Skip-Thought_ Unid®|36.737:10713 8.067-10-13  1.1210.12713 |36 345.7.10-13 7 335.7.10-13 g 1113 |35 237.10-13 § 357.10-13 0 7710-13
Skip-Thought_ Bid® [37.547:10-13 g 727-8:10-13 1 37-8.10-13|35 835.7.10-13 7 135.7.10-13  7212-13 |36 277.10-13 7 237.10-13 1 g7 10-13
GEM_ LexVec!® |34.0812712 63812713 0772713 3418712713 65712713 (.7412-13 |32.3812713 50412713 4212713

GEM_GloVe!! |34.8210.12-13 6.9710.12-13 0 9g!012-13 |33 1612-13 67412713 0.68/2-13 |32.84!2-13 5.592-13 (541213
BERT ¢, |28.9213 4.4313 0.59'3 |28.0313 4.48"3 0.45'3  [28.72'3  3.08'3 0.23"
BERT ), s |24.89 3.83 0.34 |21.74 2.89 0.24  [22.96 3.12 0.21

For DUC’2002 dataset, the results show that uSIF, USE-DAN, USE-Transformer, NNLM, and InferSent_GloVE
embedding models achieve the best performances and significantly outperform most of the other sentence embedding
models for all evaluation measures (R-1, R-2, and R-4). Moreover, ELMo and Skip-Thought have also achieved good
results and lead to significant improvements over the GEM_GloVe, GEM_LexVec, BERT 3 4 g5, and BERT 4ok
models. Even though the bidirectional Skip-Thought outperformed its unidirectional version (Skip-Thought_Unid), the
difference between the two models is not statistically significant. Furthermore, models that use GloVe word embedding
as input to the sentence embedding model (InferSent_GloVe and GEM_GloVe) showed a better performance than their
version that uses FastText and LexVec (InferSent_FastText and GEM_LexVec).

For DUC’2003 corpus, the obtained results show that uSIF, USE-DAN, USE-Transformer, InferSent_GloVe, and
NNLM models have achieved the best performances and lead to significant improvements over most other sentence
embedding models. Even though they outperformed the unidirectional Skip-Thought (Skip-Thought_Unid) models,
the differences between them are not statistically significant for the R-1 evaluation measure. Moreover, the bidirec-
tional skip-Thought (Skip-Thought Bid) models has achieved significant improvements over ELMo, GEM_GloVe,
GEM_LexVec, InferSent_FastText, BERT g 4 ¢ and BERT; 4 pgp models.
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For DUC’2004 dataset, and based on R-1 and R-2 sores, the obtained results show that USE-DAN model has
achieved the best performance and leads to significant improvements over most sentence embedding models except
uSIF, USE-Transformer, and NNLM. Regarding the evaluation measure R-4, uSIF model significantly outperforms
the other sentence embedding models, except USE-DAN, USE-Transformer, and NNLM models. Moreover, ELMo
and InferSent_GloVe have also achieved good results and obtain significant improvements over InferSent_FastText,
Skip-Thought, GEM_GloVe, GEM_LexVec, BERT ; 4 s and BERT 4 pr models. In accordance with the overall ob-
tained results using DUC’2002 dataset, the bidirectional Skip-Thought outperformed its unidirectional version (Skip-
Thought_Unid), but the difference between both of them is not statistically significant regarding R-1. Furthermore,
models that use GloVe word embedding as input to the sentence embedding model (InferSent_GloVe and GEM_GloVe)
yield to a better performance than their version that uses FastText and Lex Vec (InferSent_FastText and GEM_LexVec).
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Figure 3: Examples of ROUGE-1, ROUGE-2 and ROUGE-4 scores obtained by our method according to the used sentence
embedding models on DUC'2002, DUC'2003, and DUC'2004 .

The overall obtained results on the three datasets have demonstrated that uSIF, USE-DAN, USE-Transformer,
NNLM, and InferSent_GloVe are the best and the most suitable sentence embedding models for unsupervised extrac-
tive multi-document summarization method. Although ELMo and Skip-Thought have achieved good performances,
uSIF, USE-DAN, USE-Transformer and NNLM models significantly outperformed both of them on most datasets.
Meanwhile, the comparison results show clearly that the performance of each sentence embedding model does not
depend on the used text summarization dataset (DUC’2002, DUC 2003, and DUC’2004). This finding may be due to
the fact that most used sentence embedding models are pre-trained using news corpus, as well as other text corpora like
Wikipedia, whereas the documents of DUC datasets are news articles. Besides, some of these embedding models use
word embeddings that are trained on news corpora as input for their pre-training. Indeed, the best performing models
are the same for the three datasets. Furthermore, the results of Table 4 and Table 5 showed that the use of a suitable
sentence embedding model, as well as the combination of the three sentence scoring measures (content relevance,
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novelty, and position scores), have lead to significant improvements for all evaluation measures (R-1, R-2, and R-4).

4.5. Comparative evaluation with state-of-the-art methods

To evaluate the effectiveness of our method, we compare its performance with existing state-of-the-art methods for
generic multi-document summarization using DUC’2004 and Multi-News datasets. Table 6 and Table 7 summarize
the obtained ROUGE scores (R-1, R-2, R-4, R-SU4, and R-L) for each dataset.

First, we compare our method with three centroid-based methods for unsupervised extractive multi-document sum-
marization. The original Centroid_BOW method (Radev et al., 2004) that uses bag-of-words representation. The
Centroid_WordEmbedding v1 method (Rossiello et al., 2017) that exploits the compositional capabilities of word
embedding. And, the Centroid_WordEmbedding_v2 method (Ghalandari, 2017) the applies the centroid approach
at the summary level to select the relevant sentences.

Then, we compare it with several extractive unsupervised methods from SumRepo (Hong et al., 2014), which is a
repository of generic multi-document summaries generated by different systems for DUC’2004 dataset. The generated
summaries are published in GitHub” while the code source of most of these systems is available in Sumy repository'°.
For instance, Lead-3 is an extractive system that selects the first-3 sentences of each source document to form the final
summary. TextRank (Mihalcea and Tarau, 2004) is an unsupervised graph-based ranking model that computes sen-
tence importance scores for extractive text summarization. LexRank (Erkan and Radev, 2004) is also an unsupervised
graph-based method for ATS that estimates the importance of sentences in the documents based on their centrality.
CLASSY04 [Peer65] (Conroy et al., 2004) is based on Hidden Markov Models and the topic signature feature. It out-
performed all the systems during the official DUC’2004 evaluation campaign. ICSISumm (Gillick et al., 2008) uses a
global linear optimization framework to find the optimal summaries rather than greedily selecting relevant sentences.
DPPs summarization (Kulesza et al., 2012) is based on probabilistic models of sets, namely the Determinantal Point
Processes DPPs models. ConceptBased_ILP (de Oliveira et al., 2018) is based on the Integer Linear Programming to
select relevant sentences where it exploits the combination of the centrality and the position metrics to extract salient
concepts.

Finally, we compare it with recent supervised state-of-the-art deep learning based methods. PG-MMR (Lebanoff
et al., 2018) is an adaptive method for multi-document summarization, which combines the pointer-generator network
with the maximal marginal relevance criterion. CopyTransformer (Gehrmann et al., 2018) is based on Transformer
and copying mechanism. Where a content selector is used to determine the sentences that should be in the summary, and
a copying mechanism is used to pre-select sentences during decoding. Hi-MAP (Fabbri et al., 2019) is an end to end
model for multi-document summarization, which incorporates maximal marginal relevance criterion into a hierarchical
pointer-generator network. DynE (Hokamp et al., 2020) is a dynamic ensembling decoding method for multi-document
summarization; it allows models trained on single inputs to be applied in multi-input settings. MGSum (Jin et al., 2020)
applies a multi-granularity interaction network for multi-document summarization where it jointly learns semantic
representations for words/sentences/documents.

The first set of analysis aims to compare the centroid-based method using three different representations (bag-of-
words, word embeddings, and sentence embeddings). The main goal is to answer the following question: Does the
use of sentence embedding representations improve the performance of the centroid-based method? The results of
the experiments are shown in Table 6. We report the results of our method using the four best performing sentence
embedding models (uSIF, USE-DAN, USE-Transformer, and NNLM). For all the sentence embedding models, our
method significantly outperforms the original centroid-based method (Centroid_BOW). In detail, with the USE-DAN
model, we obtain an improvement of 3,73%, 1,88%, 0,37%, and 3,74% with respect to the Centroid_BOW for R-1,
R-2, R-4, and R-L metrics respectively. Additionally, for R-1 measure, our method achieves an increment of 2,23%,
1,81%, 1,93%, and 1,54% with respect to the Centroid_WordEmbedding_v1 method using USE-DAN, uSIF, USE-
Transformer, and NNLM respectively. For R-2 and R-4 measures, our method shows comparable results to the Cen-
troid_WordEmbedding_v1 method. Moreover, for the Centroid_WordEmbedding_v2 method, it yields an improve-
ment of 1,03% regarding R-1 measure, while it shows comparable performances in terms of R-2 and R-4 evaluation
measures. Therefore, the overall obtained results show the effectiveness of sentence embedding representations in im-
proving the centroid-based method, where the aim is to map variable-length sentences to fixed-length vectors assuming
that sentences with similar meanings have similar vectors, and simultaneously, sentences with different meanings have
different vectors.

https://github.com/stuartmackie/duc-2004-rouge
10nttps://github.com/miso-belica/sumy
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Table 6

Systems performance on DUC'2004, using state-of-the-art methods and the proposed method. The highest performance
for each of the group of methods is printed in boldface. The best performing method for each measure is indicated by *. For
denoting statistical significance results, the superscripts number indicates significant improvement (p — value < 0.05) over
the sentence embedding model that has the same superscript number attached. The interval i — j indicates a significant
improvement over models that have a superscript number attached ranging from i to j. The results of models with i
attached are taken from their original articles.

Method R-1 R-2 R-4 R-L
LexRank! 35.95 7.47 0.82 31.1
CLASSY 042 37.62 8.96 1.51 32.26
ISCISum? 38.41 9.78 1.73* 33.62
DPP* 39.79 9.62 1.57 34.93
ConceptBased ILP? 38.65 10.02* 1.67 34.23
Centroid_ BOWS¢ 36.41 7.97 1.21 31.21
Centroid _WordEmbedding v1i 37.91 9.53 1.56 -
Centroid WordEmbedding v2i 39.11 9.81 1.58 -
PG-MMRi 36.42 9.36 = -
CopyTansformer:: 28.54 6.38 - -
Hi-MAP: 35.78 8.90 - -
Proposed Method

uSIF 39.72!-33°6 9.791-26  1.65"6 34.98*!-3.6
USE DAN 40.14%!-35-9 85!-2.6 15816 34.951-3.6
USE_ Transformer 39.84!73:576 95316 1.48"6 34.89173:6
NNLM 39.45'-36  9.19"° 1.44"6 34.69'36

Table 7

ROUGE-F1 evaluation results on the Multi-News Dataset for the proposed method and the state-of-the-art methods. The
results of the state-of-the-art methods are directly taken from their original articles. The highest performance for each of
the group of methods is printed in boldface. The best performing method for each measure is indicated by *.

Method R-1 R-2 R-SU4 R-L
Lead-3 39.44 11.77 14.51 -
LexRank 38.27 12.70 13.20 -
TextRank 38.44 13.10 13.50 -
PG-MMR 40.55 16.36* 15.87 -
CopyTansformer 43.57 14.03 17.37 19.5
Hi-MAP 43.47 14.83 17.41 19.7
DynE 43.9 15.8 - 22.2
MGSum 44.75* 15.75 19.30* -
Proposed Method

uSIF 42.19 13.87 17.55 27.67
USE_ DAN 42.93 14.04 17.27 27.7
USE_ Transformer 42.86 14.25 17.32 28.48*
NNLM 42.62 14.19 17.58 27.93

The second set of analysis is conducted to compare our method with other extractive unsupervised multi-document
summarization methods. The first block of Table 6 reports ROUGE scores (R-1, R-2, R-4, and R-L) of LextRank,
CLASSY 04, ISCISum, DPP, and ConceptBased_ILP methods on DUC 2004 dataset. While the first block of Table 7
reports ROUGE scores (R-1, R-2, and R-SU4) of Lead-3, LexRank, and TextRank methods on the Multi-News dataset.
As shown in Table 6, for R-1 measure, the variants of our method that use uSIF, USE-DAN, USE-Transformer have
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significantly outperformed LextRank, CLASSY 04, ISCISum, and ConceptBased_ILP methods while it has achieved
comparable result with DPP method, which is considered as the best performing method on DUC’2004. Moreover,
our method with NNLM has significantly outperformed LextRank, CLASSY 04, and ISCISum methods, and achieves
a comparable performance with ConceptBased_ILP and DPP methods. For R-2 measure, our method has achieved
significant improvements over LexRank and CLASSY 04 methods and has obtained comparable results with ISCISum,
DPP, and ConceptBased_ILP methods. Additionally, for the R-4 measure, our method has significantly outperformed
LexRank and has achieved comparable results with the other methods. Finally, in terms of R-L. measure, all variants of
our method have achieved promising results; it has lead to significant improvements over LexRank, CLASSY 04, and
ISCISum methods. Therefore, the overall results on the DUC 2004 dataset show that USE-DAN, ConceptBased_ILP,
ISCISum, and uSIF are the best performing methods in terms of R-1, R-2, R-4, and R-L respectively. Furthermore,
the obtained results, reported in Table 7, show that the variants of our method (uSIF, USE-DAN, USE-Transformer,
and NNLM) have shown far better performances than Lead-3, LexRank, and TextRank methods on the Multi-News
dataset. For instance, our method with USE-DAN has achieved an increment of 4,39%, 4,17%, and 2,76% with respect
to the Lead-3 system in terms of R-1, R-2, and R-SU4 measures respectively.

The final set of analysis is performed to compare our method with the recent supervised deep learning based meth-

ods. The third block of Table 6 presents the obtained R-1 and R-2 scores of PG-MMR, CopyTransformer, and HI-MAP
methods on DUC 2004 dataset. The second block of Table 7 reports ROUGE scores of PG-MMR, CopyTransformer,
HI-MAP, DynE, and MGSum methods on the Multi-News dataset. As shown in Table 6, all variants of our method
have outperformed PG-MMR, CopyTransformer, and HI-MAP methods. For instance, our method with USE-DAN
has achieved an increment of 3,72% and 0,49% with respect to PG-MMR using R-1 and R-2 respectively. The obtained
results can be explained by the fact that the supervised PG-MMR, CopyTransformer, and HI-MAP methods have been
trained on CNN/DailyMail dataset, which is designed for single-document summarization, where documents are very
short compared to a cluster of documents.
Meanwhile, Table 7 compares our method with supervised deep learning based methods (PG-MMR, CopyTransformer,
HI-MAP, DynE, and MGSum) that are trained and tested on Multi-News dataset. In terms of R-1 and R-SU4 scores,
our method outperformed the PG-MMR model, while the latter surpassed our method as well as all other state-of-the-
art methods in terms of R-2. Besides, It has obtained comparable R-2 and R-SU4 performances with CopyTransformer
and HI-MAP methods. For the R-1 measure, CopyTransformer, HI-MAP, DynE, and MGSum achieved better perfor-
mance than our method, especially the MGSum model which yielded the best R-1 score. Finally, in terms of R-L
measure, our method has achieved far better performances than CopyTransformer, HI-MAP, and DynE methods. The
overall results show that the best performing method in terms of R-1 and R-SU4 is the MGSum model, while the
PG-MMR yielded the best R-2 performance and our method which based on USE-Transformer achieved the best R-L
score.

5. Discussion

The results presented in Table 4 demonstrate that the content relevance score (Run 1) has achieved a good perfor-
mance. The latter might be explained by the effectiveness of the centroid-based method in condensing the meaningful
information of the entire cluster, as well as the central importance of sentence embedding representations. Moreover,
the fact that the combination of the content relevance and novelty scores (Run 3) has shown a better performance can
be explained by the efficiency of the novelty metric in dealing with the redundancy issue. Since we address the multi-
document summarization task, redundancy represents a critical problem. The risk to select sentences that convey the
same information is more significant in comparison to the single-document text summarization task. Furthermore,
the combination of the content relevance and position scores (Run 2) has shown significant improvements over the
sentence content relevance score (Run 1) and its combination with the novelty score (Run3). These improvements are
due to the use of the sentence position metric that is considered as one of the effective methods for selecting relevant
sentences, especially in newswire documents. Indeed, it is known in the literature that for news articles, the most
relevant information takes place at the leading sentences of the documents. The overall obtained results also illustrate
that the combination of the three sentence scoring methods (Run 4) has significantly improved the performance of the
proposed method for all the evaluated sentence embedding models. Thus, these three sentence scoring metrics are
complementary to each other.

Another main objective of this work is to evaluate several pre-trained sentence embedding models on the extrac-
tive text summarization task. Indeed, most of these models have already been evaluated on the General Language
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Understanding Evaluation (GLUE) benchmark (Wang et al., 2018) and applied to several NLP tasks. However, to the
best of our knowledge, this is the first study that provides an empirical analysis of several sentence embedding models
on the extractive multi-document text summarization task. The overall obtained results, illustrated in Table 5, show
that the best performing models on extractive multi-document summarization are uSIF, USE-DAN, USE-Transformer,
NNLM, and the InferSent_GloVe on the three DUC’2002-2004 datasets.

On the one hand, both USE-DAN and USE-Transformer encoders have been trained using a large amount of un-
supervised data drawn from a variety of web sources documents, and for boosting the performance, the unsupervised
learning is augmented with supervised training on the Stanford Natural Language Inference (SNLI) dataset (Bowman
et al., 2015). The latter dataset is considered as one of the largest and high-quality labeled corpus, designed for textual
entailment tasks. Although USE-Transformer usually achieves better performance that USE-DAN in transfer learn-
ing tasks (Cer et al., 2018), USE-DAN performs better than the former in this work. The latter can be explained by
the fact that the USE-DAN makes use of both sentence and word level transfer (Cer et al., 2018). Furthermore, the
unsupervised model uSIF that uses ParaNMT word vectors outperformed many sophisticated neural sentence embed-
ding models, including the USE-Transformer and the InferSent. Since uSIF has been tested on the SemEval Semantic
Textual Similariy (STS) task and has achieved the state-of-the-art models on this task (Ethayarajh, 2018). The goal
of this task lies in computing the semantic similarity between a given pair of sentences, applying the cosine similarity
between their corresponding vectors. The obtained results using uSIF model contrast this finding, since in our method
we also use semantic similarity to determine both the content relevance and the novelty scores. More interestingly, the
probabilistic model NNLM has achieved promising results; it is based on deep neural networks trained using a large
corpus of supervised data from the Associated Press (AP) News from 1995 and 1996. This model is considered as a
strong sentence embedding baseline, which simultaneously learns words representations and a probability distribution
for word sequences.

On the other hand, the unsupervised Skip-Thought has also achieved good results. These findings confirm that the
Skip-Thought model learns representations that are well suited for semantic relatedness (Kiros et al., 2015). More-
over, the bidirectional Skip-Thought (Skip-Thought_Bid) model performs better than the unidirectional Skip-Thought
(Skip-Thought_Unid) model. Indeed, the bidirectional Skip-Thought encoder reads the input sentence forward and
backward, then concatenates the results (output vector) that are used by two decoders to predict the previous and the
next sentence. Hence, the bidirectional Skip-Thought uses the full context of words of sentences. Although BERT has
shown impressive results on many NLP tasks, its application to summarization using the feature-based approach is not
straightforward. This finding may be due to the fact that BERT is trained on a masked-language model and require
fine-tuning on the downstream task or other Natural Language Understanding task, like SNLI (used by USE-DAN and
USE-Transformer to augment unsupervised training using supervised data, as well as a training data for InferSent).
Moreover, the obtained results by two versions of the Geometric Embedding model (GEM_GloVe, GEM_LexVec)
have also illustrated that this model does not perform well on multi-document summarization. Exploiting the geomet-
ric structure of the subspace spanned by word embeddings might not be beneficial for the underlying task. Furthermore,
models that use GloVe word embedding as input to embedding model (InferSent_GloVe and GEM_GloVe) showed a
better performance than their version that uses FastText and LexVec (InferSent_FastText and GEM_LexVec).

To summarize, sentence embedding models that are either trained using supervised data from the SNLI dataset or
used the latter dataset to augment unsupervised training have been shown to be more effective for multi-document sum-
marization. Therefore, the difference between the results comes from the different abilities and architectures of these
models. Moreover, most sentence embedding models that achieve state-of-the-art results on the GLUE benchmark
have shown good performance in this work.

Finally, the overall comparison results show that our method has achieved comparable performances with the best
performing state-of-the-art methods (DPP, ISCISum and ConceptBased_ILP) on DUC’2004 dataset. Moreover, it
has shown promising results on the Multi-News dataset in comparison to recent state-of-the-art deep learning based
methods. Hence, these findings prove the effectiveness of sentence embedding models in capturing the semantic and
the syntactic structure of sentences.

6. Conclusion

In this paper, we proposed an unsupervised extractive method for multi-document summarization based on the
sentence embedding representations and the centroid-based approach. It consists of five main steps: (1) Preprocessing,
(2) sentence embedding, (3) centroid embedding, (4) sentence scoring, and (5) sentence selection. In the first step, we
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preprocess the input documents to represent a cluster of documents as a set of sentences. In the second step, we map
each sentence of this cluster into a dense vector using one of the sentence embedding models exploited in this work.
Then, we build the centroid embedding vector of this cluster by computing the mean vector of the cluster’s sentences’
embeddings vectors. In the next step, we combine the content relevance, novelty, and position measures to assign a
score to each sentence in the cluster. Finally, we select the top-ranked sentences iteratively to form the summary.

The main contributions of this work are summarized as follows: (a) we propose an unsupervised method for ex-
tractive multi-document summarization based on the centroid approach and the sentence embedding representations.
(b) we adopt three metrics for sentence scoring and show that combining these three metrics leads to significant im-
provements. (c) we assess the performance of nine sentence embedding models on text summarization task using the
standard DUC’2002-2004 datasets. (d) we compare our method with sveral state-of-the-art methods on DUC’2004
and Multi-News datasets.

We performed an extensive experimental analysis to validate the robustness of the proposed multi-document sum-
marization method. In particular, several experiments were conducted on DUC’2002-2004 datasets to evaluate each
sentence embedding model exploited in our method. The experimental results showed that the use of sentence em-
bedding representations has considerably improved the results. Additionally, according to ROUGES scores, the re-
sults demonstrate that the top-5 performing sentence embedding models for extractive multi-document summarization
are: the non-parameterized model uSIF, and the parameterized models USE-DAN, USE-Transformer, NNLM, and
InferSent_GloVe. Furthermore, we compared our method with several unsupervised state-of-the-art multi-document
summarization methods including three centroid-based methods (Centroid_BOW, Centroid_WordEmbedding_v1, and
Centroid_WordEmbedding_v2) and recent supervised deep learning based methods. The obtained results show that
our method has significantly outperformed the Centroid_BOW and Centroid_WordEmbedding_v1 methods while
it has achieved comparable results to the best performing methods (DPP, ISCISum, ConceptBased_ILP, and Cen-
troid_WordEmbedding_v2). Finally, the obtained results on DUC 2004 and Multi-News datasets show that our method
has achieved promising performances compared to the recent deep learning based methods.

The use of sentence embedding representations in extractive multi-document summarization has been shown to be
effective. Thus, in future work, we plan to investigate the efficiency of these representations on other summarization
tasks such as query-focused text summarization. Additionally, we plan to fine-tune BERT on intermediate tasks from
the GLUE benchmark for multi-document summarization. This idea is motivated by the fact that sentence embedding
models that are trained or fine-tuned on the SNLI task have shown a good performance (USE-DAN, USE-Transformer,
and InferSent). Furthermore, transfer learning using the pre-trained sentence embedding models can be applied to
other NLP tasks such as the Word Sense Disambiguation (Correa Jr et al., 2018) as they carry rich contextualized word
representations.
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A. Example Summaries

Table 8 illustrate example of generated summaries by Run 1, Run 2, Run 3, and Run 4 for DUC2004 using uSIF
sentence embedding model as well as the reference summaries of the same cluster of documents.

Table 8
Example of generated summaries by Run 1, Run 2, Run 3, Run 4 along with the reference summaries.

Run 1

e The Yugoslav war crimes tribunal Monday acquitted a Muslim
military commander of war crimes against Bosnian Serb prisoners in
1992, but convicted three underlings in the first U.N. case dealing
with anti-Serb atrocities.

e In its first case to deal with atrocities against Serbs during
Bosnia’s civil war, a U.N. war crimes tribunal on Monday convicted
three prison officials and guards, but acquitted a top military com-
mander who oversaw the facility.

e The Yugoslav war crimes tribunal cleared Zejnil Delalic, a Muslim,
of responsibility for war crimes committed against Serb captives at
a Bosnian government-run prison camp under his command.

e Set up in 1993, the U.N. court has convicted three Muslims, two
Bosnian Croats and a Bosnian Serb of war crimes including murder,
rape and torture, but it has yet to register a genocide conviction.

Run 2

e In its first case to deal with atrocities against Serbs during
Bosnia’s civil war, a U.N. war crimes tribunal on Monday convicted
three prison officials and guards, but acquitted a top military com-
mander who oversaw the facility.

e The Yugoslav war crimes tribunal Monday acquitted a Muslim
military commander of war crimes against Bosnian Serb prisoners in
1992, but convicted three underlings in the first U.N. case dealing
with anti-Serb atrocities.

e American and allied forces in Bosnia on Wednesday arrested a
Bosnian Serb general who was charged with genocide by the inter-
national war crimes tribunal in a recent secret indictment.

e Some of the closest combat in the half year of the Kosovo conflict,
to the point of fighting room to room and floor to floor, occurred
near this village six weeks ago, in the days before 21 women, children
and elderly members of the Delijaj clan were massacred by Serbian
forces, their mutilated bodies left strewn on the forest floor.

Reference summary 1

e The UN war crimes tribunal demands Yugoslavia's full coopera-
tion in its investigations. e It blasted Belgrade for refusing to let
investigators probe alleged atrocities in Kosovo.

e The tribunal acquitted a Muslim commander, but convicted 3
underlings.

e The commander was greeted by hundreds at Sarajevo a irport on
his return.

e Survivors say Serb forces in Kosovo took revenge against civilians
for their battle losses.

e Trial begins for Bosnian Serb Jelisic, nicknamed "Serb Adolf,"
who boasted of many killings.

e He is accused of genocide, although he confessed to 12 killings.
e U.S. forces in Bosnia arrested a Serb general accused of genocide
at Srebrenica.

Reference summary 2

e Yugoslavia has cooperated with the UN War crimes tribunal in
cases where Serbs were victims in Bosnia and Croatia, but has been
slow to allow investigation of alleged atrocities in Kosovo.

e Serbs fighting there suffered losses to the guerillas and took re-
venge on civilians including women and children.

e The war crimes tribunal acquitted a Muslim military commander
of war crimes against Bosnian Serb prisoners but convicted three
underlings.

o A Bosnian Serb, known as "Serb Adolf", accused of genocide,
admitted killing Muslims and Croats.

e Allied forces arrested a Bosnian Serb general charged with geno-
cide and who could implicate Slobodan Milosevic.

Run 3

o The Yugoslav war crimes tribunal Monday acquitted a Muslim
military commander of war crimes against Bosnian Serb prisoners in
1992, but convicted three underlings in the first U.N. case dealing
with anti-Serb atrocities.

e In its first case to deal with atrocities against Serbs during
Bosnia’s civil war, a U.N. war crimes tribunal on Monday convicted
three prison officials and guards, but acquitted a top military com-
mander who oversaw the facility.

e Set up in 1993, the U.N. court has convicted three Muslims, two
Bosnian Croats and a Bosnian Serb of war crimes including murder,
rape and torture, but it has yet to register a genocide conviction.

Reference summary 3

e Yugoslavia was told to cooperate with the UN War Crimes Tri-
bunal whether Serbs were victims or accused.

e Belgrade refused visas to Kosovo atrocity investigators.

e Serbians took revenge on Kosovo civilians for heavy losses.

e Muslim commander Delalic was acquitted of anti-Bosnian Serb

atrocities after 3 years and welcomed home. e 3 of his underlings
were convicted.

e Croat commander Mucic was convicted for permitting atrocities.
e Serb Adolf Goran Jelisic was freed from jail by Bosnian Serbs and
told to go kill Muslims. e He confessed to murdering 12.

e Maj. Gen. Krstic, a Bosnian Serb, is the first serving officer to
be arrested. e He directed the attack on Srebrenica.

Run 4

e The Yugoslav war crimes tribunal Monday acquitted a Muslim
military commander of war crimes against Bosnian Serb prisoners in
1992, but convicted three underlings in the first U.N. case dealing
with anti-Serb atrocities.

e Yugoslavia must cooperate with the U.N. war crimes tribunal in-
vestigating alleged atrocities during the wars in Croatia and Bosnia,
international legal experts meeting in Belgrade said Sunday.

e He is accused of directing the attack on Srebrenica in 1995, one
of the most chilling and influential events of the Bosnian war, when
some 7,000 Bosnian Muslim men were marched off, presumably to
their deaths, as U.N. peacekeepers stood by.

Reference summary 4

e Milosevic cooperates with the U.N. war crimes tribunal when
Serbs are victims, but is an obstructionist when they are the accused.
e Officials, for example, limited U.N. investigators’ access to
Kosovo, where Serbs massacred 21 ethnic Albanian civilians of the
Delijaj clan.

e Further, while U.S. and allied forces arrested Bosnian Serb Gen-
eral Krstic on genocide charges, other indicted, high-ranking Serb
leaders are protected in Serbia.

e Meanwhile, in the first trial involving anti-Serb acts, a Muslim
military commander was freed, but three prison camp officials were
convicted.

e Also, in The Hague, the genocide trial of Goran Jelisic, the "Serb
Adolf," has begun.
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HIGHLIGHTS

e An unsupervised method for extractive multi-document summarization

e Pre-trained sentence embedding models are used for sentences representations
e Centroid approach is applied to compute the sentence content relevance score
e Sentence selection based on sentence relevance, novelty and position scores

o The use of sentence embedding methods leads to significant improvements
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