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ABSTRACT

Automatic Text Summarization (ATS) is a viable option to reduce
the content of textual documents, e.g., as a possible preprocessing
step in many text mining applications. Single-document extractive
summarizers have been developed based on different approaches,
but many of them have the drawback of producing summaries with
low coherence among the selected sentences in the generated sum-
maries. In this paper, we present an unsupervised summarization
system as an attempt towards coherent extractive single-document
summarization. This system relies on Integer Linear Programming
(ILP) as an optimization technique for selecting the smallest subset
of sentences of a document maximizing the coverage of relevant con-
cepts. Furthermore, our solution uses a graph-based algorithm for
two goals: representing both sentences and concepts and enabling
local coherence scoring among the sentences in the generated sum-
maries. The proposed system is evaluated on two single-document
benchmark datasets (DUC 2001-2002) using ROUGE measures, and
compared with other state-of-the-art summarizers. The achieved
results are very competitive.
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1 INTRODUCTION

Due to the constant expansion of the Internet, the amount of data
and textual documents has grown exponentially in recent years. De-
spite the constant improvement in the development of web search
engines, identifying useful information from this huge amount of
data is impractical if performed manually. In this context, Auto-
matic Text Summarization (ATS) can be very useful for creating a
summary from a document (single-document approach) or a col-
lection of documents (multi-document approach) containing the
portion of the input document(s) that only conveys the most im-
portant and relevant information from the original document(s).

ATS systems can be classified into two major approaches: extrac-
tive and abstractive. The former generates summaries by selecting
the most salient (relevant) sentences from the input document and
concatenating them to form the final summary [6, 19]; whereas the
latter tries to produce more like-human summaries by transforming
the original text, paraphrasing it [2].

The extractive summarization approach has been the most stud-
ied so far. However, most current extractive summarization systems
usually produce summaries with two major issues: loose sentences
lacking relationship among them, and dangling coreferences that
breaks the natural discourse flow. Currently, adding coherence in
extractive summarization is one of the main open problems in ATS.
The present work aims at mitigating this limitation.

In this paper we present an extractive single-document summa-
rization system that selects the smallest possible set of sentences
maximizing the coverage of relevant concepts from the input docu-
ment, taking into account the maximum size of the summary that
should be generated. In other words, it is based on an optimiza-
tion procedure that cast the summarization task as an optimization
problem, as previously done in [6, 9, 22]. However, contrary to the
aforementioned works, the proposed system relies on a specific
graph-based representation of entity occurrences in a document as
a means for estimating coherence scores for sentences. This rep-
resentation is implemented as a bipartite graph which enables the
coherence score be calculated as the outdegree of the nodes which
represent sentences. This idea was first introduced in [10] and has
demonstrated encouraging performance results in summarization
and related tasks [19, 20, 23].

The rest of this paper is structured as follow: Section 2 briefly
described related work on single-document summarization based on



ILP. Section 3 presents our proposal of an extractive summarization
system based on optimization using ILP and entity graph-based
representation to model coherence of sentences in a document.
Section 4 discusses experimental results on two reference dataset,
and compares these results with other systems. Finally, Section 5
concludes this paper and outlines future work.

2 ILP AND EXTRACTIVE SUMMARIZATION

Recently, several extractive summarizers have adopted the strategy
to model the summarization process as a constrained maximum
coverage problem, i.e., maximize essential aspects of the summary,
e.g., relevance and coherence, while taking into account certain
restrictions, such as the maximum size of the summary. Their
assumption is that a good summary can be formed by selecting
sentences containing as many important concepts as possible from
the document [9]. These systems are mainly rooted on an ILP-
based solver which provides constrained optimization solutions
according to a cost function and constraints linear in a set of integer
variables. Although global inference is actually a NP-hard problem,
some approximate solutions using ILP have been reported in the
literature for ATS [15].

A concept-based ILP model for summarization is proposed by
Gillick et al. (2009) as a strategy that casts sentence selection as a
maximum coverage problem. The assumption of the model is that
the value of a summary is defined as the sum of the weights of the
unique concepts it contains. Thus, a summary only benefits from
including each concept once.

Boudin et al. (2015) extended the model to reduce the number
of concepts in the model. It uses a concept pruning technique, and
the authors have shown empirical evidence that concept pruning
can lead to multiple optimal solutions instead of just one.

In Schluter and Sogaard (2015), contrary to the previous works,
they evaluate the maximum coverage objective for extractive sum-
marization considering syntactic structures and semantic concepts.
More precisely, they replace bigram concepts with new ones based
on syntactic dependencies, semantic frames, as well as named enti-
ties. Furthermore, they show that using such concepts can lead to
significant improvements in performance outside of the newswire
domain.

Parveen et al. (2015) proposed an extractive graph-based un-
supervised technique for summarizing single documents optimiz-
ing three important properties of summarization, i.e. importance,
non-redundancy and local coherence. The input document is repre-
sented by a bipartite graph whose nodes are sentences and entities.
A graph-based ranking algorithm, the Hyperlink-Induced Topic
Search, is applied on this graph for computing the rank of sentences
based on their relevance. Non-redundant and locally coherent sum-
maries are produced through an optimization process using ILP.

Except for the Parveen’s work, all the aforementioned works
do not take into account the coherence of the generate summaries.
This is a major drawback because it can lead to summaries lacking
discourse flow. Among the systems studied above, [6] and [22] both
use ILP only for maximizing informativeness (relevance), while [9]
has employed ILP to deal with redundancy issues.

In order to alleviate such limitations, this work proposes an un-
supervised ILP-based approach to single-document summarization
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that takes into account both the importance and the local coher-
ence of the sentences in the produced summaries. On the one hand,
it tries to maximize the informativeness of the concepts in the
summary. On the other hand, it takes into account the coherence
of the generated summary aiming at generating the best possible
readable summary. The proposed system is in part similar to the
Parveen’s system which uses ILP for maximizing informativeness
and coherence, but it represents document at concept level, instead
of Parveen’s work which deals with documents at sentence level.

3 OUR METHOD

This section presents the proposed summarizer that not only max-
imizes informativeness of the summaries, but takes into account
local coherence of the sentences.

3.1 Optimization Process for Summarization

The proposed summarizer is based on an optimization procedure
that cast the summarization task as an optimization problem, as pre-
viously done in [9] [6] [22]. In other words, it selects the smallest
possible number of sentences that maximize coverage of relevant
concepts from the input document, taking into account the max-
imum size of the summary to be generated. In addition, it relies
on a specific graph-based representation of entity occurrences in
a document as a means for estimating coherence scores for the
sentences. This representation is implemented as a bipartite graph
which contains nodes representing sentences and entities. This
same graph is used as input for calculating local coherence scores
as a centrality measure based on the nodes representing sentences.
This idea was first introduced by [10] and has shown encouraging
performance results in summarization and related tasks [19] [20]
[23].

An overview of the main components of the proposed summa-
rizer is depicted in Fig 1. These components are described in detail
next.
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Figure 1: Overview of our summarization method.

3.2 Preprocessing

Text preprocessing is performed to identify the concepts in the
input documents. We rely on the Stanford CoreNLP Toolkit [14]
for annotating the documents by performing the following natural
language processing subtasks: tokenization, sentence splitting, Part-
of-Speech (POS) tagging, lemmatization, dependency parsing, and
coreference resolution. In addition, we remove all stopwords from
the sentences. Coreference resolution is employed to find anaphoric



expressions referring to the same entity or concept in a document.
All personal pronouns, except for the pronoun ’it’, are replaced by
the referring entities. At the end of this preprocessing step, the
annotations are persisted in XML documents.

3.3 Concept Extraction

In this step, unigram nouns are extracted as concepts, e.g., in the
sentence “Paul wrote a book on Artificial Intelligence”, the following
concepts will be extracted "Paul”, book”, ”Artificial”, and “Intelli-
gence”. This reflects the intuition that such terms are important for
text summarization because they likely describe real world entities
mentioned in the document.

3.4 Concept Scoring

A wide variety of methods for weighing the importance of concepts
have been proposed in the literature. Among them, Term Frequency
(TF), Normalized Term Frequency (NTF), and Term Frequency/Inverse
Sentence Frequency (TF-ISF) were adopted in this work.

TF is simply the number of occurrences of a term (word) in a
document d, i.e., TF(w); while the NTF of a word w in d is calculated
by Equation 1:

NTF(w,d) = (1)

where: n is the number of sentences in document d. These two
scoring methods are based on the assumption that the higher the
frequency of a term, the more important it is to the document.

The TF-ISF [5] is derived from the classical Information Retrieval
scoring method Term Frequency/Inverse Document Frequency (TF-
IDF). The main difference between them resides in the granularity
level when computing the second term of their formula: IDF is
computed at the document-level, reflecting the distribution of terms
within the corpus [21]; while ISF is computed at sentence-level, i.e.,
reflecting the distribution of terms with respect to all the sentences
for a document [5].

The TF-ISF score of a word w is computed by Equation 2

TF(w)
n

n

TF — IFS(w) = TF(w) X log(m)

where: TF(w) as defined above, n is the total number of sentences

in the document, and TS(w) is the total number of sentences in

which w occurs. This scoring method is based on the assumption

that if a word is frequent and it appears in a few sentences of a

document, then it should be included into the summary. The choice

for the above three scoring methods was motivated by the fact that
they were among the best scoring methods assessed in [7].

@)

3.5 Coherence Scoring

In this work, the method for both representing the sentences and
modeling local coherence is based on the Entity Graph (EG) intro-
duced by Guineaudau and Strube (2013). The EG is used for local
coherence modeling that captures the distribution of discourse en-
tities across sentences. In our solution, the local coherence scoring
is performed in two steps:

(1) first, the document is represented by a bipartite graph, a.k.a
Entity Graph (EG), containing two distinct sets of nodes:
one corresponding to sentences, and the other denoting
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entities (Fig. 2). Concepts or entities are defined by uni-
grams identified as nouns and personal pronouns at the
preprocessing step. In addition, syntactic information gath-
ered in the preprocessing phase also provides additional
information for characterizing an edge as follows: an entity
in the syntactic role of subject (S), object (O), or other(X)
obtains weights 3, 2, and 1, respectively.

then, the EG is transformed into a new directed graph, the
Projection Graph (PG), containing only nodes correspond-
ing to sentences connected by an edge if they share at least
one common entity (Fig. 3). Differently from the EG, the
PG is directed and follows the sentence order in the doc-
ument. This PG representation is used for calculating the
local coherence of a document relying only on centrality
measures applied to the nodes of the PG. More precisely,
the local coherence score for a given sentence si of the PG
shown in Fig. 3 is equal to the outdegree score given by
Equation 3.

@)

©)

Equation 3 calculates, for every sentence from the projection graph
PG, the total weight of all the edges leaving the sentence (centrality
measure). Thus, the higher is the centrality value for a sentence S
in PG, the more connected S is with other sentences. This centrality
measure has the advantage of assessing the importance of sentences
by taking into account the stronger entity transitions instead of
simply assigning scores based on the most frequent words.

The Entity Graph model was adopted in this work due to two
main reasons: it provides an easy way to assess to which extent a
sentence is connected (in terms of discourse entities), with other
sentences in a document [10]; it has achieved good performance
in recent work on summarization [18, 19] and other related tasks
[20, 23].

In what follows, we illustrate the coherence scoring process.
Consider the document composed by the following sentences:

coherence(s;) = Outdegree(s;, PG)

S1: Hurricane|g,| Gilbert[g,) slammed into Kingston|g,| on
monday(g,| with torrential rains|g).

Sz: No serious injuries|g,] were immediately reported in Kingston|g,).
S3: For half an hour(g,|, the hurricane(g, lashed the cityg,), tear-
ing branches|g,| from treesg,,), blowing down fences|g,,| and
whipping paper(g,,] through the airg,.].

S4: The National[,,} Weather|g, ) Service[g, | reported heavy
damage(g, | to Kingston|g,|’s airport|g,,| and aircraft|g,,| parked
onits fields[g,-

In each sentence S, the selected entities are identified as [E;] .
Then, the bipartite entity graph (EG) depicted in Figure 2 can be
created taking as input both sentences S; and entities E;. In this
graph, it can be seen that some nodes representing the sentences
are linked to each other by means of an entity. The underlying
linguistic intuition here is that entities shared by subsequent sen-
tences contribute to the local coherence of the document. In other
words, the main reason for employing an EG for summarization is
that it is composed by entity transitions similar to lexical chains
[3]. Applying one-mode projections to the EG representing poten-
tially non-adjacent connections between sentences, we obtain the



directed projection graph shown in Fig.3. Contrary to the EG, the
projection graph (PG) is directed where the direction of an edges is
determined by the order of the sentences in the document. Thus, if
two sentences Si and Sj share an entity, there is an edge between
Si and Sj in that order, but the inverse is not possible. Finally, the
Outdegree(PG) centrality measure computes the total number of
edges outgoing each node in PG. This coherence score is used to
select sentences for a summary in the optimization step, in which
the ILP-based model for summarization (Section 3.6) will only select
those sentences that maximize both informativeness and the local
coherence.

Figure 2: EG representation of the sentences S1-S4 listed
above.

Figure 3: One-mode projection of the bipartite EG

3.6 Summary Generation

For generating a summary, the results of all the previous steps are
integrated into an ILP-based optimization model formally described
by the objective function (equation 4) and its constraints (equations
5-8). More specifically, the first part of Equation 4 evaluates the
score of a concept, while its second part estimate the local coherence
of the summaries. In other words, the summary generation task
performed in this step is cast as an optimization problem in which
the sentences satisfying the previous equations will compose the
desired summary. In this model, a sentence in the document to be
summarized is coded as a binary value in which 1 indicates that
the sentence was selected for composing the summary and 0 that
it was not. The proposed ILP-based solution extends the original
version introduced in [9] with the Rank() term in the objective
function. More precisely, the Rank() term denotes the coherence
score based on the shared entities among sentences captured by
the Entity Graph model. Thus, both informativeness and coherence
of the text are treated simultaneously by the optimization model
denoted by the equations (4-8) bellow:

Maximize : Z wi - ¢ + Z Rank(s;) - sj

c;eC S;€S

©
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Z li-sj<L (5)
SjES
sjOccij < ¢; (6)
Z sjOccij > ¢ 7)
SjES
¢j,sj, Occij € {O,I}Vi’j (8)

The variables cj, s; and Occ;; are binary values (constraint 8) that
indicate a concept cj, a sentence s; and the occurrence of a concept
¢j in a sentence s;, respectively. The variable w; represents the
weight of a concept, i.e. the importance of a concept c; in the set of
all the concepts C extracted from the input document. Rank(s;) is
the coherence score of each sentence s; in the set of sentences S.

The first part },.,cc wi - ¢; of the objective function defines
the importance of the summary, selecting the largest number of
important concepts, while the second part 5 s Rank(s;) - s; is
related to coherence of the sentences. The variable /; is the length
of each sentence s;j of the set of sentences S. L is the threshold
used to define the maximum length of the generated summary. The
inequality 5 ensures that the summary to be generated can not
exceed the L value that defines the maximum length of the gener-
ated summary. The inequalities 6 and 7 associate the sentences and
concepts. This ensures that selecting a sentence leads to selection
of all the concepts it contains, and a concept is only selected when
it is present in at least one of the selected sentences. Therefore,
to ensure the consistency of the ILP model introduced above, the
restrictions imposed by equations (4-8) have to be satisfied. In our
implementation, this optimization problem is solved by using the
GNU Linear Programming Kit (GLPK)!.

4 EXPERIMENTAL EVALUATION

This section first presents the summarization benchmark datasets
and measures used in the experimental evaluation. Then, the results
of several experiments aimed at assessing the effectiveness of the
proposed summarizer are discussed.

4.1 Datasets and Evaluation Measures

Datasets. The DUC conferences [17] of 2001 and 2002 focused
on the generic single-document summarization of news articles
written in English and proposed two datasets for single-document
summarization. Both datasets are still the most used for evaluating
new approaches to single-document summarization. They were
created by humans who read the original documents and then pro-
duced the golden summaries, or reference summaries which are in
fact abstractive summaries with approximately 100 words each one.
Compared to the summaries produced by a machine, abstractive
summaries created by humans usually have high quality. Table 1
summarizes some basic statistics of the DUC datasets.

Evaluation Measures. Evaluating the performance of a summa-
rization system is a difficult task by itself and there exists various
evaluation measures that can be used to determine how good a
summary is with respect to golden standard summaries. The Recall-
Oriented Understudy for Gisting Evaluation (ROUGE) [11] consists

Uhttps://www.gnu.org/software/glpk/



Table 1: Datasets used in the experiments.

Dataset | N. of Docs | N. of Sent | N. of Words
DUC 2001 309 11.026 269.990
DUC 2002 576 14.370 348.012

in a set of measures available as a software package for automatic
evaluation of summaries. Using ROUGE package, it is possible to
compare automatically a given generated summary against a set of
golden (human-produced) summaries. The ROUGE package pro-
vides the ROUGE-N which consists of an n-gram recall between a
candidate summary, generated by an automatic text summarization
system, and a set of reference summaries called golden standard.
In this work, we adopted the most commonly used recall ROUGE-1
(R-1) and ROUGE-2 (R-2) measures. Such measures compute the
number of overlapping unigrams and bigrams between the gener-
ated summary and the golden standard summaries, respectively.
Another advantage of R-1 and R-2 measures is that they have high
correlation with human evaluations [11].

4.2 Concept Scoring Evaluation

This experiment evaluates the performance of each concept scoring
method (TF, NTF, and TF-ISF). It aims to select the best method to
be part of the algorithm that is responsible for weighting concepts.
For all of the experiments in this section, the second part of the ob-
jective function presented in 4, which denotes the coherence of the
sentences, was ignored. The concepts scoring method introduced in
Section 3 are evaluated using two distinct weight distribution strate-
gies: All Concepts (AC) and Highest Ranked Concepts (HRC). The AC
strategy consists of the common approach to assign weights to all
concepts in a document, whereas HRC one only assigns weight to
concepts belonging to the ratio 8 of the top highest ranked concepts.
For instance, if 0 = 1/2 it will select half of the highest weighted
concepts, and 6 = 1/3 denotes one third of the highest weighted
concepts.

The results yielded in this experiment, in terms of R-1 and R-2,
are presented in Table 2. It shows that the HRC strategy which
limits the number of extracted concepts from the documents to a
given threshold 0 = 1/3 yielded best results on both DUC datasets.
Overall, regarding the methods of weighing the concepts, the NTF
method outperformed the others in most of the cases.

4.3 Evaluation of the Proposed Summarizer

Due to the fact that the proposed summarizer is highly customizable,
many components of the system can be tuned to obtain higher
performance depending on the dataset, for instance. Thus, the
experiment reported in this section has the main goal of selecting
the best parameter setting when evaluated on both DUC 2001 and
2002 datasets.

Table 3 shows system settings obtained when one combines the
concept scoring method with the EG on the DUC 2001 and 2002
datasets. For all these settings, the threshold 6 = 1/3 was adopted
since it yielded the best results in the previous experiments. One
can notice that, for the both DUC datasets, the best performance in
terms of R-1 was achieved by the experimental setting NTF+Entity
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Table 2: Performance of the scoring methods using ILP on
DUC 2001 and 2002. The highest R-1 and R-2 scores are in
bold.

DUC 2001
Dataset | Documents R-1 R-2
TF All occurences | 42.91 | 16.92
NTF All occurences | 43.06 | 17.11
TF-ISF | All occurences | 43.18 | 17.25
TF 0=1/3) 4291 | 16.92
NTF 0=1/3) 43.15 | 17.61
TF-ISF | (6 =1/3) 43.44 | 17.47

DUC 2002
Dataset | Documents R-1 R-2
TF All occurences | 45.68 | 19.39
NTF All occurences | 45.90 | 19.73
TF-ISF | All occurences | 43.13 | 18.06
TF 0=1/3) 4578 | 19.54
NTF 0=1/3) 46.11 | 19.99
TE-ISF | (8 =1/3) 4453 | 18.41

Table 3: Performance results combining several features on
DUC 2001 and 2002. The highest R-1 and R-2 scores are in
bold.

DUC 2001
Experimental Setting | R-1 | R-2
TF + Entity Graph 42.89 | 16.89
NTF + Entity Graph 45.00 | 17.91
TF-ISF + Entity Graph | 43.90 | 18.27

DUC 2002
Experimental Setting | R-1 | R-2
TF + Entity Graph 46.07 | 19.87
NTF + Entity Graph 47.36 | 20.96
TF-ISF + Entity Graph | 45.28 | 20.17

Graph. Furthermore, the performance difference between this set-
ting was statistically significant, mainly when compared against
the experimental setting that not used the Entity Graph for the
DUC 2001 dataset. This is an evidence of the positive contribution
of the EG in our overall proposed solution for single-document
summarization. Although less evident for the DUC 2002 dataset,
the contribution of the EG to the overall R-1 and R-2 scores is still
positive. On the DUC 2001 dataset, the TF-ISF yielded the highest
R-2 score. Finally, comparing the concept scoring methods individ-
ually, it can be observed that NTF has outperformed the other two
concept scoring methods.

4.4 Comparative Evaluation

The experiments in this section compare the performance of the
proposed solution against the following baseline and other extrac-
tive summarizers on both DUC datasets: (i) a baseline defined by
selecting the first sentences from the input document up to 100
words; (ii) the best systems participating in the DUC 2001 and 2002



Table 4: Comparative results on DUC 2001 and 2002. The
highest R-1 and R-2 scores are in bold.

DUC 2001
Summarizer R-1 R-2
AutoSummarizer 41.92 | 16.63
Classifier4] 44.44 | 19.86
HP-UFPE FS 3591 | 11.78
System T 44.53 | 20.27
TextRank 40.66 | 15.09
Proposed summarizer | 45.00 | 17.91

DUC 2002
Summarizer R-1 R-2
AutoSummarizer 43.79 | 19.17
Classifier4] 47.09 | 22.12
HP-UFPE FS 45.70 | 20.55
System 28 48.07 | 22.88
TextRank 43.93 | 18.66
Parveen’s summarizer | 48.50 | 23.00
Proposed summarizer | 47.36 | 20.96

competitions, System T and System 28, respectively; (iii) AutoSum-
marizer [1], Classifier4] [13], and HP-UFPE FS [8] which had the
highest R-1 performance reported in [4]; (iv) TextRank [16]; (v) the
extractive summarizer in [19] on DUC 2002.

4.4.1 ROUGE Comparison. Tables 4 show the empirical results
of the comparative evaluation in terms of R-1 and R-2 measures.
Our summarizer setting which achieved the best performance in
the previous experiments (Table 3) were compared to the selected
systems.

On the DUC 2001 dataset, the proposed system outperformed the
others in terms of R-1 score, whereas System T obtained the best R-
2 score. On the DUC 2002, the Parveen’s Summarizer achieved the
highest scores for both R-1 and R-2 scores, followed by System 28
and the proposed summarizer. These results show that the proposed
summarizer presents competitive performance against other state-
of-the-art summarizers.

Surprisingly, even after more than a decade since the DUC 2001-
2002 competitions, the more recently proposed summarizers eval-
uated in this paper do not substantially outperform the baseline
performance achieved by Systems T and System 28. A possible
explanation that is mainly due to the fact that the latter systems
were developed specifically for the DUC corpora of their respective
competitions. Therefore, more experiments using other datasets,
and possibly, on distinct domains should be more clarifying about
the actual performance difference among the systems compared
here.

4.4.2  Summary Coherence Comparison. In the previous section,
we have assessed the summary informativeness using ROUGE mea-
sures. However, it is well known that this measure does not cor-
relate well with the coherence rating since other text properties
including readability, fluency, and coherence are not taken into
account [10]. We first intend to conduct a detailed comparative
coherence analysis, but unfortunately the summaries of some sum-
marizers studied in this work are not publicly available. Despite of

717

all that and aiming at showing some evidences that the proposed
method can take text coherence into account, we performed an
informal human comparison of the coherence level of three sum-
maries produced by our summarizer, Classifier4], and AutoSumma-
rizer. The three documents used in this comparative assessment
were randomly taken from the DUC 2001 corpus. More specifically,
we chose one document from each of the following sizes: short (10-
30), medium (31-70), and long (>70) sentences. Such a restriction
may provide a better understanding of the coherence level of the
summaries in function of the input document size. The aforemen-
tioned summaries and the comparative discussion are presented
next.

Summary 1: Doc. AP891028-0022/DUC 2001 - 18 sentences

Classifierd]

$1: A major earthquake registering 7.2 on the Richter scale shook
the Solomon Islands in the South Pacific today, the U.S. Geological
Survey says.

$2: The preliminary reading of 7.2 is slightly stronger than the 7.1
magnitude earthquake that hit the San Francisco Bay area Oct. 17.
$3: The earthquake struck the islands at 8:05 a.m. EDT Friday, said
USGS spokesman Don Finley.

$4: It was the largest earthquake in the Solomons since a 7.4 quake
on Nov. 5, 1978.

$5: There were no immediate reports of injury or damage.

S6: Saturday’s earthquake was the strongest in the world in five
months, Finley said.

AutoSummarizer

$1: Major earthquakes in the Solomons usually dont cause much
damage or many casualties because the area is sparsely populated
and not extensively developed.

$2: The surveys earthquake monitors in Golden, Colo., said early
seismograph readings placed the epicenter of Saturdays earthquake
about 200 miles southeast of Honiaria, which is on Guadacanal
Island and is the capital of the Solomons.

$3: An earthquake of 3.5 on the Richter scale can cause slight dam-
age in the local area, 4 moderate damage, 5 considerable damage, 6
severe damage.

S4: A 7 reading is a “major earthquake”, capable of widespread
heavy damage; 8 is a "great quake”, capable of tremendous damage.

Proposed System

$1: A major earthquake registering 7.2 on the Richter scale shook
the Solomon Islands in the South Pacific today, the U.S. Geological
Survey says.

$2: The preliminary reading of 7.2 is slightly stronger than the 7.1
magnitude earthquake that hit the San Francisco Bay area Oct. 17.
§3: The earthquake struck the islands at 8:05 a.m. EDT Friday, said
USGS spokesman Don Finley.

$4: It was the largest earthquake in the Solomons since a 7.4 quake
on Nov. 5, 1978.

$5: An earthquake of 3.5 on the Richter scale can cause slight dam-
age in the local area, 4 moderate damage, 5 considerable damage, 6
severe damage.



Summary 2: Doc. FT933-8272/DUC 2001 - 35 sentences

Classifier4]

S1: The epidemic of bovine spongiform encephalopathy or ‘'mad
cow’ disease - which has killed more than 100,000 animals in the
UK - is causing a new wave of public concern.

$2: New cases are still running at almost 1,000 a week and last
month a second dairy farmer died of Creutzfeld-Jacob Disease, a
brain disorder similar to BSE.

$3: Richard Lacey, a microbiology professor at Leeds University
and the leading critic of government policy on BSE, said the deaths
this year of two farmers whose herds had suffered from mad cow
disease could not be put down to chance.

$4: I find it unbelievable that the government and their hand-picked
advisers can go on telling the public there is no danger.

AutoSummarizer

S$1: New cases are still running at almost 1,000 a week and last
month a second dairy farmer died of Creutzfeld-Jacob Disease, a
brain disorder similar to BSE.

$2: One argument put forward by the health department is that
CJD has such a long incubation period - typically 10 to 20 years -
that clinical symptoms would not yet have appeared, even if BSE
had triggered any cases of CJD. It is most unlikely therefore that
there is any direct link between the cases of BSE and the occurrence
of disease in the patient.

$3: Most independent experts maintain that no human being - dairy
farmer or beef eater - is likely to be exposed to BSE in sufficient
quantities to develop brain disease.

Proposed System

$1: The epidemic of bovine spongiform encephalopathy or ‘'mad
cow’ disease - which has killed more than 100,000 animals in the
UK - is causing a new wave of public concern.

$2: The official view is that the deaths are an unfortunate coinci-
dence, even though it is statistically unlikely that two dairy farmers
should contract a disease as rare as CJD.

$3: The source of infection was protein-rich cattle feed contami-
nated with scrapie, a related brain disease of sheep.

$4: The incubation period is also longer than originally expected.

S5: Veterinary experts say that almost all of the 102,000 confirmed
BSE cases so far can be attributed to scrapie-contaminated feed.

Summary 3: Doc. W§J910107-0139/DUC 2001 - 102 sentences

Classifier4]

S$1: Under a microscope, parts of his brain, riddled with little holes,
looked like a sponge.

$2: Thus began another chapter in one of medicine’s most bizarre
mysteries, a tale of sick sheep and mad cows, cannibals and Penn-
sylvanians, ancient life forms and a cat named Max.

$3: The plot revolves around a family of brain diseases, probably
variations of a single disorder, called spongiform encephalopathy.
S4: Spongiform research already has raised questions about a cor-
nerstone of biology and spawned a Nobel Prize.

S5: The uncanny nature of the disorder sometimes grips scientists
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with a kind of obsessive fascination, notes NIH researcher D. Car-
leton Gajdusek.

AutoSummarizer

$1: Yet sheep have never been strongly implicated in cases of the
human form of the disease, Creutzfeldt-Jakob disease, or CJD. In-
deed, CJD is a nefarious trickster; the first reported case of the
disease, which entered medical texts in the 1920s, really wasnt CJD
after all, scientists now believe.

$2: Based on the clues, Dr. Gajdusek, back at NIH, led studies
in the 1960s showing kuru, CJD and scrapie to be essentially the
same infectious disease, studies that won the 1976 Nobel Prize for
medicine.

$3: Brain tissue of infected animals could transmit the disease when
injected into different animals brains, yet microscopes revealed no
signs of infectious microbes.

S4: Still, Dr. Brown and other scientists arent much worried about
mad cows because their animal studies show spongiform disease is
very hard to transmit orally.

Proposed System

$1: The plot revolves around a family of brain diseases, probably
variations of a single disorder, called spongiform encephalopathy.
§2: Scientists agree, however, that the disease in animals probably
poses little danger to people.

$3: But the infectious agent continued to baffle scientists.

S4: It seemed like "biological spontaneous combustion,” says NIH
researcher Paul Brown.

$5: Now more than 10 British cats have died of it, suggesting brains
from infected sheep or cows got into cat food.

$6: During the past few months, the NIH team, working with Dr.
Mitrova, has found a thread that for the first time may link many
such CJD cases.

Discussion. In Summary 1, the summaries produced by Classi-
fier4] and the proposed system are highly coherent. Indeed, both
summarizers selected the same initial sentences (S1-S4), differing
only in the last two. A possible reason resides in the fact that the
shorter the input document is, the more probable is to obtain a rea-
sonable coherent summary. On the other hand, AutoSummarizer
seems to prefer longer sentences to be included in the summaries
it generates. As a result, its summary clearly breaks the discourse
flow from the very beginning (sentence S1 and S2).

In Summary 2, the proposed system agrees with Classifier4] in
only one sentence (S1). Despite of that, both summarizers produced
comparable coherent summaries. Again, the longer sentences se-
lected by AutoSummarizer makes the reading confusing starting
from the very first sentence.

Finally, concerning longer input documents (Summary 3), one
can notice that the summaries produced by Classifier4] and Auto-
Summarizer have disconnected sentences at the beginning, while
the rest of the sentences shows superior coherence among them.
On the contrary, the last summary generated by the proposed sys-
tem clearly has superior coherence among the sentences, i.e., the
reading is easy to follow.



5 CONCLUSION AND FUTURE WORK

This paper presented an extractive single-document summarizer
that combines unsupervised methods for concept extraction, con-
cept scoring, and coherence scoring. Moreover, the proposed solu-
tion integrates all of the above methods in a single objective func-
tion that can not only maximize the relevance of the summaries,
but also improve their coherence. Our solution was evaluated and
compared with state-of-the-art summarizers on two benchmark
datasets. The achieved results in terms of R-1 and R-2 measures
were encouraging and competitive showing that our solution is ef-
fective in producing good summaries. A preliminary human-based
evaluation also shown that the summaries generated by our sum-
marizer was usually more coherent than summaries produced by
two other summarizers.

Our extractive summarizer is a generic one, i.e., its summariza-
tion process (mainly concept extraction and scoring) is the same for
any type of input document regardless of its domain. However, as
shown in [7], different scoring techniques are usually better suited
to a specific domain. Based on this evidence, we intend to conduct
a deeper analysis of the overall impact of both concept and coher-
ence scoring in different domains including articles in Computer
Science, and Biomedicine. We are aware of the space left by this
work regarding a sound evaluation methodology of the summary
coherence aspects. For that, a study of both summary coherence
and readability ratings, as done in [10], is been conducted. In this
scenario, the readability rating will provide an estimate of the in-
terpretation effort needed by the reader. Furthermore, inspired by
[12], we will examine how discourse relations can be integrated
into our summarizer. Finally, further work to extend the proposed
summarizer to the multi-document scenario will be undertaken.
For that, other important aspects besides the overall coherence of
the summary should be addressed, including redundancy control,
and sentence ordering.
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