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Abstract

We analyze and compare two different methods for unsupervised extractive spontaneous speech summarization in the meeting
domain. Based on utterance comparison, we introduce an optimal formulation for the widely used greedy maximum marginal relevance
(MMR) algorithm. Following the idea that information is spread over the utterances in form of concepts, we describe a system which
finds an optimal selection of utterances covering as many unique important concepts as possible. Both optimization problems are for-
mulated as an integer linear program (ILP) and solved using public domain software. We analyze and discuss the performance of both
approaches using various evaluation setups on two well studied meeting corpora. We conclude on the benefits and drawbacks of the
presented models and give an outlook on future aspects to improve extractive meeting summarization.
� 2010 Published by Elsevier B.V.
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1. Introduction

Wherever people work together, there are (regular)
meetings to check on the current status, discuss problems
or outline future plans. Recording these get-togethers is a
good way of documenting and archiving the progress of
a group. This can be done for example by a distant micro-
phone on a table or by integrating a storage device in a tele-
conference system. Once acquired, these data can serve sev-
eral purposes: Non-attendants can go through the meeting
to get up to date on group discussions, or participants can
check certain points of the agenda in case of uncertainty or
lack of notes. However, listening to the whole meeting is
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tedious and one should be able to directly access the rele-
vant information.

Automatic meeting summarization is one step towards
the development of efficient user interfaces for accessing
meeting archives. In this work, we study the selection of
a concise set of relevant utterances1 in meeting transcripts
generated by automatic speech recognition (ASR). The
selected meeting extracts can then either be juxtaposed to
form a short text summarizing a meeting or used as a start-
ing point to enhance browsing experience.

Extractive summarization algorithms often rely on the
measurement of two important aspects: relevance (selected
elements should be important) and non-redundancy
(duplicated content should be avoided). These two aspects
are usually addressed by computing separate scores and
deciding for the best candidates regarding some relevance
redundancy trade-off. Summarization algorithms can be
1 As the presented algorithms can be applied in both text and speech
summarization, we use “utterance” and “sentence” interchangeably.

lobal unsupervised models for keyphrase based meeting summarization.
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categorized as supervised or unsupervised. A supervised
system learns how to extract sentences given example doc-
uments and respective summaries. An unsupervised sys-
tem generates a summary while only accessing the target
document. Furthermore, the summarization problem can
be specified as single-document, i.e., produce a summary
for an independent document, or multi-document, i.e.,
produce a summary to represent a set of documents which
usually cover a similar topic.

For this work, we focus on unsupervised methods. On
the one hand, unsupervised methods are very enticing for
meeting summarization as they do not depend on extensive
manually annotated in-domain training data. They can
thus be applied to any new observed data without (or only
little) prior adjustments. On the other hand, we only com-
pare unsupervised systems as it is rather unfair to compare
unsupervised and supervised systems which are usually
applied under different circumstances. If there is enough
training data available for the required application, a
supervised system may be the method of choice as long
as training and test data are from the same domain. If,
however, training data is not available, sparse or the test
condition is unknown, unsupervised approaches should
be considered. This is the case for our scenario as we are
interested in a system that can summarize any kind of
meeting without prior adjustment or retraining. Nonethe-
less, to give an idea of the performance of supervised sys-
tems, we include experiments with a classification baseline.

Some of the methods presented in this work are rooted
in multi-document summarization. We do not use them for
their ability to tackle the redundancy naturally occurring in
a set of documents on the same topic, but rather to pro-
mote diversity in the generated summaries so that even
minor topics discussed in a meeting are represented. Diver-
sity is less of an issue in the supervised setup because
sentences are represented according to a variety of orthog-
onal features (position, length, speaker role, cue words, . . .)
which each can lead to relevance. In the unsupervised
setup, sentences with the same topical words get similar rel-
evance assessments even if they are pronounced in very dif-
ferent contexts.

The most widely known algorithm for unsupervised
summarization is maximum marginal relevance (MMR;
Carbonell and Goldstein, 1998). This algorithm iteratively
selects the sentence that is most relevant and least redun-
dant to the previously selected ones. The greedy process
can thus result in a suboptimal set of sentences as a better
selection might be obtained by not choosing the most rele-
vant sentence in the first place.

In this article, we are interested in inference models that
seek a global selection of sentences according to relevance
and redundancy criteria. Our contributions are as follow:

� We compare two approaches for global modeling in
summarization: sentence-based scoring of relevance
and redundancy, and sub-sentence based scoring with
implicit redundancy.
Please cite this article in press as: Riedhammer, K., et al. Long story short – G
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– For sentence-based scoring, we first propose an glo-
bal formulation for MMR as an integer linear pro-
gram (ILP). Such a formulation was not proposed
before because of non-linearities in MMR. Then,
we compare this formulation to the similar model
by (McDonald, 2007) which relaxes the non-lineari-
ties to a linear function.

– We outline a different approach to summarization
which does not rely on sentence level assessment of
redundancy and relevance. Instead, the quality of
the summary is determined by the number of impor-
tant concepts (sub-sentence units) covered. A selec-
tion of sentences satisfying this criterion is found
again by solving an ILP. This approach is based on
the ICSI text summarization system (Gillick et al.,
2008; Gillick and Favre, 2009) and was modified for
the meeting domain in (Gillick et al., 2009).

� While most MMR implementations rely on words and
their frequency throughout the data, we could already
show that using keyphrases instead of words to model
relevancy leads to better performance for meeting sum-
marization (Riedhammer et al., 2008a). In addition, key-
phrases are used as concepts in the sub-sentence scoring
approach. For this work, we refine keyphrase extraction
and explore effects of pruning.
� We compare the complexity of the presented approaches

and observe that sentence level models are less scalable
than the concept level one.
� A comprehensive analysis of the summarization perfor-

mance according to parameters, pruning and length con-
straints shows that the concept level model yields better
properties than the others.

Throughout this work, the we use what we call “key-
phrases”. Instead of extracting individual important words
commonly known as “keywords”, we extract frequent
noun phrases that match a certain pattern of determiners,
adjectives and nouns.

This article is structured as follows. We begin with an
overview of the related work in Section 2. In Section 4,
we describe the two types of summarization models used
for this work: sentence and concept based. For sentence-
based summarization, we introduce a global formulation
for the greedy MMR algorithm as an ILP and discuss
how it relates to the formulation in (McDonald, 2007).
For concept-based summarization, we present a model that
gives credit to the presence of relevant keyphrases in the
summary but penalizes them when they occur multiple
times and discuss differences to similar approaches as
found in (Filatova and Hatzivassiloglou, 2004; Takamura
and Okumura, 2009). We conclude the model section with
a description of how to extract the keyphrases which are
the basis for both models. In Section 6, we describe the
experiments we conducted to analyze the performance of
the different approaches under fixed and varying con-
straints, compare greedy to optimal utterance selection
lobal unsupervised models for keyphrase based meeting summarization.
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and discuss two example summaries. We conclude with a
discussion of the scalability of the methods and their flexi-
bility towards practical use and, in a second step, abstrac-
tive summarization.

2. Related work

Speech summarization originated from the porting of
methods developed for text summarization. It has been
applied to various genres: broadcast news (Hori et al.,
2002; Christensen et al., 2004; Zhang and Fung, 2007; Inoue
et al., 2004; Maskey and Hirschberg, 2005; Mrozinski et al.,
2005), lectures (Mrozinski et al., 2005; Furui et al., 2004),
telephone dialogs (Zechner, 2002; Zhu and Penn, 2006)
and meeting conversations (Murray et al., 2005a; Liu and
Xie, 2008; Riedhammer et al., 2008b). Each genre brings
different problems and is best summarized by different
approaches. For example, while summarizing broadcast
news is very similar to the summarization of textual docu-
ments, conversations are much less structured and involve
the interaction between multiple speakers.

Approaches for speech summarization are mostly
extractive and result in a selection of sentences from the
input utterances. Some approaches also use sentence com-
pression for removing superfluous words within sentences
(Hori et al., 2002; Furui et al., 2004; Liu and Liu, 2009).

Sentence selection systems can be categorized as unsu-
pervised or supervised. The former, which does not require
training data, is represented by algorithms ported from the
text community, such as variants of MMR (Murray et al.,
2005a; Riedhammer et al., 2008a), graph based methods
(Garg et al., 2009, in press, and concept-based methods
(Filatova and Hatzivassiloglou, 2004; Riedhammer et al.,
2008b; Takamura and Okumura, 2009).

Supervised approaches rely on a classifier, usually a sup-
port vector machine (Burges, 1998), to predict a binary class
label for each input sentence indicating whether it should be
included in the summary or not. Textual, structural and
acoustic features have been developed for use in such
approaches. Textual features include TFxIDF derivatives
from the information retrieval community which assess
the importance of a sentence according to the frequency
of its words in the audio recording (Christensen et al.,
2004). Sentence position and length, speaker role and dialog
act type have been proved to be useful structural features
(Murray et al., 2006). Fundamental frequency and energy
contour, speaking rate, pauses, presence of disfluencies
and repetitions have been used for characterizing relevant
sentences (Maskey and Hirschberg, 2005; Zhu and Penn,
2006; Inoue et al., 2004; Xie et al., 2009b).

Evaluation of speech summarization is quite difficult
because no gold-standard truth is available. Instead, multi-
ple judges annotate sentences and write abstracts from
which a metric, e.g., ROUGE (Lin, 2004), Pyramid (Nenk-
ova and Passonneau, 2004), Basic Elements (BE; Hovy
et al., 2006), is applied to evaluate the quality of the result
(Hori and Furui, 2000; Murray et al., 2005b; Liu and Liu,
Please cite this article in press as: Riedhammer, K., et al. Long story short – G
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2008). For classification tasks, a weighted precision mea-
sure was introduced in (Murray and Renals, 2007). How-
ever, the fact that there might be two utterances with
approximately the same wording but only one in the
ground truth (thus awarding zero score if the other was
extracted) leads to little adoption of this method in favor
of the content oriented evaluations.

Baselines, such as the first sentences, a random selection,
or the longest sentences can be used to calibrate results
(Riedhammer et al., 2008a; Penn and Zhu, 2008). An alter-
native to automatic evaluation is to assess the usefulness of
generated summaries on an information retrieval task
(Murray et al., 2008), however this kind of evaluation
involving humans is more expensive to perform.

3. Data

For the experiments described in this work, we used
manual and ASR transcripts of the ICSI (Janin et al.,
2003) and AMI (McCowan et al., 2005) meeting corpora.

The AMI meeting corpus consists of both scenario (i.e.,
the topic is given) and non-scenario meetings. For this
work, we use a subset of 137 scenario meetings in which
four participants play different roles in an imaginary com-
pany. They talk about the design and realization of a new
kind of remote control. Though the topic was given,
actions and speech are considered to be spontaneous as
there was no specific script. All the meetings were tran-
scribed and annotated with dialog act level relevance judg-
ments and abstractive summaries, that is, human subjects
summarized each meeting in their own words (about 300
words on average). There is one summary for each meeting.
The AMI documentation provides a test set of 20 meetings,
namely the series ES2004, ES2014, IS1009, TS3003 and
TS3007. Besides this subset, we also use the complete data
set. Automatic transcripts were provided by the AMI ASR
team (e.g., Renals et al., 2007), yielding a word error rate
(WER) of about 36%.

For the ICSI meeting corpus, 75 regularly scheduled
group meetings at the International Computer Science
Institute at Berkeley were recorded, each lasting about
45 min. For this work, we use a subset of 57 meetings
which have been transcribed and annotated with dialog
acts and abstractive summaries (about 500 words on aver-
age). Following prior work on the ICSI corpus, we use a
test set of six meetings: Bed{004,009,016}, Bmr{005,019}
and Bro018. For this subset, three human abstracts are
available for each meeting. For the remaining ones, only
one abstract is available. The speech recognition tran-
scripts were provided by SRI International conversational
telephone speech system (Zhu et al., 2005) and show a
WER of about 37%.

4. Summarization models

In this section, we detail two models for extractive
summarization based on sentence level and concept level
lobal unsupervised models for keyphrase based meeting summarization.
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scoring. For each of them, we present exact global infer-
ence algorithms in form of an ILP which are then solved
using the open source ILP solver glpsol from the GNU

Linear Programming Kit.2
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4.1. Sentence based model

Most extractive summarization models rely on an
assessment of the suitability of sentences for inclusion in
a summary. Then, the most suitable sentences are selected
and juxtaposed to form a summary. However, this
approach can fail if sentences that convey the same infor-
mation both have high scores leading to an inclusion of
both sentences (e.g., in a classification approach). Hence,
one needs to find a way of accounting for redundancy. This
is generally implemented as a penalization of relevant sen-
tences by a measure of their redundancy to the other sen-
tences in the summary. Redundancy-penalized summaries
tend to include more diverse information, which is impor-
tant even in the single-document summarization setup.

The well-known MMR is a greedy algorithm that itera-
tively selects the most relevant sentence with respect to its
similarity to the most similar sentence that was already
selected for inclusion in the summary. Formally, the
MMR score of sentence i can be expressed as

MMRi ¼ kReli � ð1� kÞmax
j2S

Redij; ð1Þ

where Reli is the relevance score of sentence i and Redij is
the redundancy penalty for having both sentence i and j in
the summary S. The algorithm terminates when a summary
length constraint is reached. The definition of relevance
and redundancy measures that discriminate well between
sentences will be described in Section 5.

The greedy nature of this algorithm implies that a sen-
tence, once selected, is not reconsidered in favor of other
sentences. Therefore, it is likely that the final selection is
suboptimal. For example, two shorter sentences could be
selected in place of a longer one in order to provide more
information within the length constraint. This problem
can be addressed by considering a global objective function

Maximize :
X

i

½kRelisi � ð1� kÞmax
j

Redijsisj� ð2Þ

Subject to :
X

i

lisi 6 L: ð3Þ

Here, si represents a binary indicator of the presence of sen-
tence i in the summary, li is the length of sentence i and L is
the length limit for the whole summary.

Finding an optimal assignment of si, "i for the MMR’s
global formulation requires solving a 0–1 quadratic prob-
lem which includes a max(�), making it non-linear. An
approximate solution can be found by various optimiza-
tion techniques such as Monte-Carlo search or genetic pro-
gramming. Nevertheless, (McDonald, 2007) proposed to
355
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change the global MMR formulation in order to make it
a linear problem and introduced additional constraints in
order to obtain a solvable ILP

Maximize :
X

i

kRelisi � ð1� kÞ
X
j–i

Redijsij

" #
ð4Þ

Subject to : sij 6 si 8i; j; ð5Þ
sij 6 sj 8i; j ð6Þ
si þ sj 6 1þ sij 8i; j ð7ÞX

i

lisi 6 L: ð8Þ

The constraints in this formulation assure that sij, a
binary indicator of presence of the sentence pair i and j

in the summary, will be 1 if and only if both si and sj

equal 1. The max(�) in the redundancy term is replaced
by a sum which roughly corresponds to penalizing a sen-
tence according to its average redundancy to the other
sentences in the summary. McDonald’s formulation was
the first to be proposed for global inference in summari-
zation. At this point, it is appealing to express the global
MMR using an ILP in the same way McDonald did in
order to reach optimal solutions. This can be achieved
by converting the inner working of the max(�) to ILP
constraints

Maximize :
X

i

kRelisi � ð1� kÞ
X
j–i

Redijmij

" #
ð9Þ

Subject to :
X

j

mij ¼ si 8i; ð10Þ

mik P sk � ð1� siÞ �
X

j:RedijPRedik

sj 8i – k;

ð11Þ
mij 6 si 8i; ð12Þ
mij 6 sj 8j; ð13ÞX

i

lisi 6 L: ð14Þ

Here, we introduce mik as a binary indicator for Redik to
be the max among the Redi(�) for all sentences included in
the summary. The idea is to explicitly compute which sen-
tence of the summary is most redundant to which other
sentence of the summary. For each sentence, the other sen-
tences are ordered by their respective redundancy. Then,
from this sorted list, we only look at the selected sentences.
Once a sentence is selected it requires exactly one other
selected sentence to be considered the most redundant
one (Eq. (10)). For any mik = 1, i.e., sentence k is maximum
redundant regarding sentence i, both sentences i and k need
to be in the summary (Eqs. (12) and (13)) and no sentence
with a higher redundancy to i can be selected (Eq. (11)).
This formulation has more constraints than the original
formulation by McDonald, however, it gets rid of the lin-
ear approximation and is therefore an optimal solution to
the MMR problem.
lobal unsupervised models for keyphrase based meeting summarization.
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4.2. Concept-based model

In the previously presented models, sentence level
redundancy assessment is limited to pairs of sentences.
Redundancy introduced in a summary by groups of more
than two sentences is out of the scope of these models.
Fig. 1 draws an example where a set of two sentences com-
pletely entail a third sentence, a fact that does not prevail if
redundancy is computed pairwise.

In (Gillick et al.,2008, 2009), we proposed a more natural
way of estimating both relevance and redundancy in a global
inference framework for summarization based on integer
linear programming. Concept based summarization
assumes that the information can be expressed in term of
concepts. Concepts can be facts, events, or information units
that characterize relevant content, such as the keyphrases
that will be defined in Section 5. Each concept appearing
in the summary is given credit only once, in order to penalize
the use of the same information in multiple sentences. This
approach goes beyond pairs of sentences to tackle both rel-
evancy and redundancy in the whole summary.

The idea of concepts has been around for some time
especially in the text summarization community. Evalua-
tion measures for summarization performance like
ROUGE (Lin, 2004) or Pyramid (Nenkova and Passon-
neau, 2004) and later developments like Basic Elements
(Hovy et al., 2006) score summaries based on an overlap
of n-grams (ROUGE), summary content units (manually
annotated parts in the target text; Pyramid) or dependency
parsing relations (Basic Elements).

Formally, let ci denote the presence of concept i in the
summary and sj denote the presence of sentence j in the
summary. Each concept can appear in multiple sentences
and sentences can contain multiple concepts. The occur-
rence of concept i in sentence j is denoted by the binary var-
iable oij. The score of a summary is expressed as the sum of
the positive weights wi of the concepts present in the sum-
mary. The length of the summary is limited by a constant L
over the sum of the length lj of its sentences. Finding the
summary that has the maximum score can again be
expressed as an ILP

Maximize :
X

i

wici ð15Þ

Subject to :
X

j

sjlj 6 L; ð16Þ

sjoij 6 ci 8i; j; ð17ÞX
j

sjoij P ci 8i: ð18Þ
(1) The device should be white.
(2) The device should be round.
(3) The device should be round and white.

Fig. 1. Redundancy in a group. The pairwise redundancy scores will not
indicate that (1) with (2) conveys the same meaning as (3).

Please cite this article in press as: Riedhammer, K., et al. Long story short – G
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In this ILP, the objective function is maximized over the
weighted sum of the concepts present in the summary given
the length constraint. Consistency constraints ensure that if
a sentence is selected, all concepts it contains are also
selected and if a concept is selected, at least one sentence
that contains it is selected. In detail, Eq. (18) ensures that
if a concept i is in the summary, then there is at least one
summary sentence covering it. Eq. (17) assures that every
concept i that appears in the summary (sjoij = 1) is actually
incorporated in the objective function by enforcing
sjoij = 1) ci = 1.

This model extends prior related work. Filatova and
Hatzivassiloglou (2004) were probably the first to use units
similar to our concepts. They call them events, and find a
selection of sentences that maximize event coverage using
an adaptive greedy algorithm. Independently and from
our work, Takamura and Okumura (2009) introduced an
ILP formulation very similar to our previously published
text summarization system (Gillick et al., 2008) for what
they call the Maximum Coverage Problem with Knapsack
Constraints (MCKP). In fact, their formulation is equiva-
lent to ours without constraints from Eq. (17). Without
these additional constraints, the objective function can be
skewed, i.e., there might be concepts in the summary which
do not contribute to the score. This might also be the rea-
son why in their comparison of different strategies the exact
solution (obtained by branch-and-bound) was not neces-
sarily superior to approximations like the greedy solution
or stack decoding.
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4.3. Supervised baseline

To give an idea how the previously described unsuper-
vised methods perform compared to a supervised system,
we briefly introduce a supervised baseline. For each input
sentence, a set of features is extracted and fed to a classifier
in order to predict binary relevance labels as annotated in
the AMI and ICSI data.

For this work, we consider the following features for
each utterance which are extracted from the manual tran-
scriptions and annotations.

� Duration of the utterance in seconds.
� Position of the utterance in terms of the start time rela-

tive to the meeting duration.
� Speaker dominance in terms of how much the speaker

spoke compared to the others.
� Speaker role, e.g., professor (ICSI data) or product man-

ager (AMI data).
� Word n-grams. For each word n-gram in the corpus, the

value is 1 if it appears in the utterance or 0 otherwise.
� Dialog act, i.e., the type of utterance, e.g., question or

answer.

These features, among others, have successfully been
used for supervised meeting summarization (e.g., Xie
lobal unsupervised models for keyphrase based meeting summarization.
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et al., 2009b). For speaker role and dialog acts, we used
manual annotation of these features in the corpus.

For generating relevance predictions, we rely on an
Adaboost variant (Boostexter3; Schapire and Singer,
2000) that iteratively selects the best features while re-
weighting examples in order to focus on more difficult ones
(it often gives as good predictions as SVMs). Sentences
with the highest relevance prediction are selected until the
length constraint is fulfilled.

5. Relevance, redundancy and concepts

Though the previous section provides theoretical models
required to build the summarization systems, the question
of how to measure relevance and redundancy and how to
find the concepts remains open. In text summarization, rel-
evance is usually defined by a (user generated) query. The
relevance score of a candidate sentence is then determined
by an overlap measure with that query; redundancy is mod-
eled in a similar way. If no query is provided, an artificial
query is generated to represent the overall gist of the text.

In (Filatova and Hatzivassiloglou, 2004), the authors
extracted “atomic events” from written language to use
as concepts which are basically pairs of named entities
(“relations”) and the words in-between (“connectors”).
The connectors are further reduced to content verbs or
action nouns using an external information source (in their
case WordNet). The concepts are weighted by their nor-
malized relation and connector frequency. In (Takamura
and Okumura, 2009), the authors use words and related
weights obtained by either an unsupervised “interpolated
weight” computed from the generative word probability
in the entire document and that in the beginning part
(100 words), or a “trained weight” which is learned using
logistic regression on training instances whether or not a
word appears in the training summary or not.

Unfortunately, spontaneous multi-party speech strongly
differs from text or even structured speech (e.g., broadcast
news read from a teleprompter). The presence of disfluen-
cies, restarted sentences, repetitions, filled pauses (e.g.,
“ahm”, “hm”), idioms and speaker-specific sayings (e.g.,
“To my mind, (what the speaker actually wanted to say),
right?”) makes it hard to compute reliable statistics about
the importance of the individual words spoken.

However, spontaneous multi-party speech suggests the
use of a fairly simple heuristic. In contrast to text, where
sometimes different words are used to express the same
meaning, people tend to use the same phrases as other dis-
course participants (and also stick to that phrase through-
out the whole conversation) in order to find a common
ground for their communication. To be more specific,
things of interest to all speakers will be called the same
name by all speakers. We call these keyphrases.
3 We use the icsiboost implementation, available at http://code.google.-
com/p/icsiboost.
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Using keyphrases to model relevance, redundancy and
concepts has already shown to outperform previous word
based models (Riedhammer et al., 2008a; Gillick et al.,
2009) and also provides a common ground for a fair com-
parison of sentence and concept-based summarization
models.

5.1. Keyphrase extraction

Though keyphrases can also be extracted using a classi-
fication system (e.g., Liu et al., 2008) we believe that unsu-
pervised methods are the method of choice as training data
is rare and highly domain specific. We refined the extrac-
tion procedure from (Riedhammer et al., 2008a) as follows:

1. Apply part-of-speech (PoS) tagging.
2. Extract all word n-grams gj if the respective PoS tag n-

gram matches a regular expression of determiners,
adjectives and nouns.4 This step allows to catch complex
noun phrases like “trained network of individual nodes”

without requiring a proper parse tree.
3. Noise reduction: Remove unique and enclosed n-grams

(e.g., “manager” if it occurs as many times as the phrase
“program manager”).

4. Re-weight n-grams in order to emphasize the occurrence
of longer keyphrases: wj = frequency(gj) � (n + 1), n > 1
where wj is the final weight and n is the n-gram length.
That means that the longer a repeated keyphrase is,
the more likely it is that the repetition was on purpose,
thus of interest.

The re-weighting in the last step is still rather biased
towards shorter keyphrases due to its linear design. A study
on English and Chinese text data showed that bi-gram
frequencies are about an order of magnitude larger than
5-gram frequencies (Ha et al., 2002). Also, results on the
keyphrase extraction given later in Section 6 indicate a
rather exponential decay of noun phrase frequencies with
increasing length. However, we first try a rather strong
approximation in form of a linear weighting to accommo-
date for the fact in general and having in mind that Zipf’s
law (and any other statistic) usually only hold for very
large data which is not the case for the present work. For
future work on larger data, modifying the weighting is def-
initely of interest.

Recent work on unsupervised keyphrase extraction inte-
grates TFxIDF and graph based models (Liu et al., 2009).
However, the focus of our work is to compare sentence and
concept-based summarization. Also, it remains unclear if
the keyphrases extracted in (Liu et al., 2009) are of better
quality, as the authors did not provide summarization
results and we could not compare our approach within
their evaluation setup.
4 JJ*(NNjNNSjFWjCD)+((DTjIN)+JJ*(NNjNNSjFWjCD)+)*. A list
of the tags and their meaning can be found for example in (Santorini,
1990).

lobal unsupervised models for keyphrase based meeting summarization.

http://code.google.com/p/icsiboost
http://code.google.com/p/icsiboost
http://dx.doi.org/10.1016/j.specom.2010.06.002


553

554

555

556

557

558

559

560

561

562

564564

565

566

567

568

569

570

571

572

573

574

575

576

577

578

579

580

581

582

583

584

585

586

587

588

589

590

591

592

593

594

595

596

597

598

599

600

601

602

603

604

605

606

607

608

609

610

611

612

613

614

615

616

617

618

619

620

621

622

623

624

625

626

627

628

629

630

631

632

633

634

635

636

637

638

639

640

641

642

643

644

645

K. Riedhammer et al. / Speech Communication xxx (2010) xxx–xxx 7

SPECOM 1898 No. of Pages 15, Model 5+

17 June 2010 Disk Used
5.2. Relevance and redundancy

For the utterance based model, relevance and redun-
dancy are defined as in (Riedhammer et al., 2008a). The
former is a sum over the occurring keyphrases (binary indi-
cator function “occ(gj, i)” returns 1 if gj occurs at least once
in sentence i) while the latter is a normalized non-stopword
word overlap. The stopword list contains about 500 words
and includes pronouns, articles, particles and other fre-
quent function words in order to not distort the redun-
dancy score5

Reli ¼
X

j

occðgj; iÞ � wj;

Redij ¼
wordsðiÞ \ wordsðjÞ

maxðwordsðiÞ;wordsðjÞÞ : ð19Þ

We understand that the chosen relevance and redundancy
scores are rather simple. However, it is important to base
all our models on the same ground in order to get a fair
comparison. For the redundancy score, prior experiments
have shown that a normalized word overlap is sufficient
when using MMR and keyphrases for meeting summariza-
tion. The fact that two utterances containing the same con-
cepts but having different lengths will result in the same
redundancy score (due to the maximum operator) is com-
pensated in the optimization process which inherently fa-
vors shorter sentences in presence of same relevance and
redundancy.

5.3. Concepts

For the concept-based model, each keyphrase is handled
as an individual concept. A concept is assigned to an utter-
ance if it occurs at least once. In case of enclosing keyphras-
es (e.g., “manager” in presence of “system manager”) one
can decide to assign only the longest matching one instead,
thus ignoring the keyphrases with less context.

6. Experiments

From the theory described in Sections 4 and 5, we build
several summarizers to analyze and compare the perfor-
mance of utterance and concept-based systems:

� mmr/greedy: The original iterative (greedy) MMR using
keyphrase similarity as relevance and word overlap as
redundancy measure.
� mmr/ilp: The proposed ILP for a global formulation of

MMR using the same relevance and redundancy scores
as above.
� mcd/ilp: McDonald’s ILP formulation for global infer-

ence (McDonald, 2007) for comparison.
646

647

648

5 Computing only keyphrase overlap is not advisable as this leads to
many similar or equal scores which is not desirable for the later
optimization process

Please cite this article in press as: Riedhammer, K., et al. Long story short – G
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� concepts/grd and concepts/ilp: Global formulation with
concept-based summarization using keyphrases as con-
cepts, greedy (grd) and optimal (ilp) solution respec-
tively. In case of enclosing keyphrases within an
utterance, only the longest matching keyphrase is
assigned. For the greedy solution, the utterances with
the highest keyphrase weight were selected in an iterative
manner.Furthermore, we build a classification system
learned on the training subsets of the data to give an
idea about performance of supervised systems on the
same setup.
� supervised: The supervised baseline using both textual

and higher level speech features.

It is difficult to compare to supervised systems found in
the literature because they are generally scored against
extracts (the concatenation of all relevant utterances) while
we compute performance against human-written abstracts.

The experiments are divided into three parts, and per-
formed using manual transcripts unless stated otherwise.
First, we analyze the performance of the different systems
in an evaluation setup which is fixed in terms of length and
parameters to ensure a fair comparison. Second, we analyze
how system performance vary if these constraints are chan-
ged in order to see if one system always outperforms another.
Finally, we investigate the effect of the tunable k parameters,
and the way of assigning keyphrases to utterances.

We compare the automatic summaries to the human
abstracts using ROUGE-1, 2 and SU4 which basically
determine n-gram overlap between reference (human) and
system summaries, ignoring stopwords as built into the
ROUGE package (Lin, 2004). We consider ROUGE-1 to
be the most fair measure when comparing spontaneous
speech extracts to written language, as higher n-gram over-
lap is rather unlikely to be found given how these two dif-
ferent data look like.

6.1. Keyphrase extraction

For keyphrase extraction, we use a part-of-speech tagger
based on (Thede and Harper, 1999; Huang et al., 2007).
The models trained on English broadcast news were pro-
vided by the referenced authors. To give an example, after
stopword removal, the top five keyphrases for the AMI
meeting ES2004c are “remote control”, “button”,
“design”, “voice recognition” and “rubber”, which makes
good sense recalling the topic of this meeting. Table 1
shows how many n-gram keyphrases could be extracted
from the data. It is interesting to see that the number of
keyphrases drops exponentially as n gets larger. Summary
examples for meeting ES2004c will be displayed at the
end of this section.

6.2. Fixed lengths

For the first part, we chose to generate summaries of 300
words for the AMI meetings and of 500 words for the ICSI
lobal unsupervised models for keyphrase based meeting summarization.
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meetings. These fixed lengths were chosen to match the
average length of the human abstracts and following the
idea that a user might prefer summaries of fixed (short)
length instead of a variable length (think of typical “min-
utes” or executive statements). Additionally, we set the rel-
evance parameter for MMR variants to k = 0.9 based on
findings in Section 6.4.1.

As both approaches come down to an optimization
problem, we provide greedy and global solutions, as long
as they were computable in reasonable time: For mmr/ilp

and mcd/ilp, we reduced the number of candidate utter-
ances to the top 50 in terms of the sum of the keyphrase
weights, in order to obtain a more feasible problem. As
runtimes turned out to be rather long, we additionally
restricted computation time to a maximum of 60 min,
deciding for the best current solution at that time limit
(we will give further comments on runtime later this sec-
tion). Note that this is an approximation in terms of com-

putational power instead of an approximation of modeling

redundancy as in MMR. One should have in mind that
the obtained solution might have been better if more com-
pute power were available.

For completeness and better comparison, we add results
of the classification baseline supervised and systems used in
previous work: baseline1 (longest utterances first), baseline2

(greedy MMR using a term frequency based centroid term
vector of the meeting, and cosine similarity) and max-r

(ROUGE-1 recall oracle), as described for example in
(Riedhammer et al., 2008b).
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6.2.1. Results in comparison

Table 2 shows the results for the complete and test sets
using manual transcriptions. For AMI data, a clear rank-
ing can be read. From baseline1, performance significantly
increases for baseline2 to concepts/ilp and the oracle max-r,
for both complete and test sets. A similar observation holds
for the ICSI data, although baseline2 performs worse than
baseline1 and mmr/ilp is outperformed by its original
greedy formulation.

The supervised system was only evaluated on the test set
as the rest of the data is used for training. Performance is
similar to the concept-based systems for all evaluation
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Table 1
Number of keyphrases for AMI and ICSI meetings. The numbers in
parentheses indicate the average number per meeting.

n AMI (avg.) ICSI (avg.) Total

1 13366 (100) 11036 (187) 24402
2 4191 (31) 3866 (66) 8057
3 596 (4) 641 (11) 1237
4 142 (1) 197 (3) 339
5 55 47 102
6 11 14 25
7 0 4 4
8 0 1 1
9 0 3 3

Avg. 134 268 –
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metrics which suggests that unsupervised systems can pro-
duce competitive results. As supervised approaches are not
the focus of this work, they will not be considered any
further.

ROUGE-2 and ROUGE-SU4 results in Table 2 are
lower than ROUGE-1 which is expected as the overlap in
n-grams between the reference transcripts and the hand-
written abstracts is relatively low because of intrinsic differ-
ences in style. The consequence is a smaller spread of the
scores and a less clear ranking of the systems even though
the trend is respected. For the remainder of the analyses,
we will only display ROUGE-1 scores for clarity and con-
ciseness. Note that none of the systems is particularly
designed to get better scores on ROUGE-1 rather than
on the other two metrics.

6.2.2. Significance and runtime analysis

The significance chart given in Table 3 confirms the
above system ranking, however, two aspects are worth fur-
ther analysis.

The lack of significance of the performance increase of
the global sentence-level systems mmr/ilp and mcd/ilp

compared to the greedy mmr needs to be explained. In
theory, the formulas should lead to a better result than
the original, greedy formulation, assuming good relevance
and redundancy measures. In practice however, the global
systems seem to be hurt by the complexity of the problem
they have to solve: The number of constraints increases
by O(n3), where n is the number of utterances. Thus,
the more utterances, the more time is potentially needed
to some the optimization problem. This was also dis-
cussed in (McDonald, 2007) where the number of sen-
tences had to be reduced to 100 for computational
feasibility. As mentioned in the beginning of this section,
we limited the computation time to 60 min per meeting
and reduced the number of utterances to the 50 highest
scoring ones according to their keyphrase weight in order
to retrieve a (possibly suboptimal) result in reasonable
time. That implies on the one hand that we might have
stripped out potential good candidates as well as we pos-
sibly stop the optimization in a non-optimal state. If the
optimization was stopped prematurely, the current best
solution is used. It is possible but not necessary that the
optimal solution for the given input differs from the cur-
rent solution.

In fact, for mmr/ilp, only 19 (2) out of 137 (57) of the
AMI (ICSI) summaries did not exceed the time constraint.
Similarly but better, for mcd/ilp, 51 (7) out of 137 (57) opti-
mization problems finished in time. Note that in these
cases, the solver reported solutions within 1–2% (in value)
of the estimated maximum objective function, which vali-
dates results as close to actual optimal solutions.

Looking at the results for the ICSI test set, mmr/ilp

reveals a (not significantly) weaker performance than the
original formulation. A possible explanation for this might
be found in the implementation of the ILP solver: The one
used for this work (glpsol) first determines a floating
lobal unsupervised models for keyphrase based meeting summarization.
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Table 2
ROUGE-1, 2 and SU4 F scores on the complete and test sets using manual transcriptions. For systems mmr/ilp and mcd/ilp, the number of utterances was
reduced to 50 in order to allow a feasible optimization. Summary length is 300 words for AMI and 500 words for ICSI meetings.

ROUGE-1 ROUGE-2 ROUGE-SU4

AMI ICSI AMI ICSI AMI ICSI

All Test All Test All Test All Test All Test All Test

baseline1 .19 .17 .17 .16 .03 .02 .02 .02 .05 .04 .04 .04
baseline2 .21 .21 .17 .15 .04 .04 .02 .02 .07 .07 .04 .04
mmr/greedy .23 .22 .18 .17 .04 .04 .03 .03 .08 .07 .05 .04
mmr/ilp .24 .23 .19 .16 .05 .05 .03 .03 .08 .07 .05 .04
mcd/ilp .25 .25 .20 .18 .05 .04 .03 .02 .08 .07 .05 .04
concepts/grd .26 .25 .22 .21 .05 .04 .02 .03 .09 .09 .06 .05
concepts/ilp .28 .29 .23 .22 .06 .05 .03 .03 .08 .09 .06 .06

supervised – .25 – .20 – .04 – .03 – .07 – .05
max-r .46 .47 .41 .33 .11 .11 .06 .05 .15 .15 .11 .09

Table 3
Table of significant improvements for AMI/ICSI manual transcripts; read “row system significantly outperforms column system” (setup as in Table 2).

baseline1 baseline2 mmr/greedy mmr/ilp mcd/ilp concepts/greedy

baseline2 U/–
mmr/greedy U/– U/–
mmr/ilp U/U U/U –/–
mcd/ilp U/U U/U U/U U/–
concepts/grd U/U U/U U/U U/U –/U
concepts/ilp U/U U/U U/U U/U U /U U/U
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point solution and then tries to find the best fitting integer
solution as a second step which most likely differs from the
greedy path.

A closer look at the similarity and redundancy values
revealed the difficulty for the solver. Once the current solu-
tion contains all the utterances with high relevance, the
remaining ones all have very similar or even equal rele-
vance and redundancy scores. This leads to many selections
with the same objective function value which need to be
enumerated by the solver.

Unfortunately, there was no matching subset for the
uncompleted optimizations of the utterance based ILP that
would have allowed a closer look at the problem. Also we
chose not to increase the amount of computation time as
we are interested in a scalable and fast method – a system
requiring many hours to produce a summary does not seem
acceptable by users.

Other than computational concerns, the fact that greedy
solutions are not worse than global ones can be imputed to
the relevance and redundancy metrics that would be valu-
able in the greedy case (as shown in previous work) but
not adapted to the global case. Moreover, humans do
not compute similarity between sentences for selecting
them in a summary, they devise the importance of facts
that they contain, which is the motivation of our other glo-
bal model.

The concept-based summarizer using keyphrases and
ILP for optimization significantly outperforms all utter-
ance based systems on all evaluation scenarios. This con-
firms previous results using a different, variable length
based evaluation setup, as for example in (Gillick et al.,
2009; Riedhammer et al., 2008a).
Please cite this article in press as: Riedhammer, K., et al. Long story short – G
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Additionally, the concept-based system shows better
runtime and complexity properties. While the greedy solu-
tions are the fastest (only a few milliseconds on a reason-
ably fast machine), the concepts/ilp system runs almost as
fast while the complexity is mainly controlled by the num-
ber of keyphrases instead of the number of utterances. This
is especially important for interactive systems as described
for example in (Riedhammer et al., 2008a; Mieskes et al.,
2007), for which a fast responding summarization algo-
rithm is required to give the user immediate feedback.
Pruning keyphrases is intuitively less destructive than prun-
ing sentences as the former reduces the possibility for a sen-
tence to be included rather then excluding it completely.

Both performance and runtime advantage match our
findings in text summarization where the concept-based
ILP system was top ranked in TAC’08 and TAC’09, at a
runtime of about one second per summary with approxi-
mately 1000 sentences and 1000 concepts per instance. A
comprehensive comparison of this model against McDon-
ald’s in term of scalability can be found in (Gillick and
Favre, 2009).

Another interesting observation is that the oracle max-r
is better for AMI data than for ICSI data, especially on the
test set. This is due to the fact that there is only a single
human reference summary for each AMI meeting but the
ICSI test set provides three reference summaries for each
meeting, making it harder to find a summary that matches
all at the same time.

6.2.3. Results on ASR
To check the consistency of the above ranking in noisy

conditions, we conducted the same experiments using
lobal unsupervised models for keyphrase based meeting summarization.
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ASR transcripts for all algorithms, including keyphrase
extraction. Note that the AMI meeting IS1003b is skipped
due to a missing ASR transcript. As it is not part of the test
set and there are 137 meetings in total, comparing the num-
bers to the ones given in Table 2 should be fair.

Table 4 gives an overview of the results. Beside a few
exceptions due to rounding the numbers, the overall trend
of Table 2 is confirmed. For ICSI data, concepts/ilp still sig-
nificantly outperforms all other systems. For AMI data,
both greedy and optimal solution to the concept-based
approach significantly outperform the utterance based
ones. However, the difference between the greedy and opti-
mal solution is not significant anymore. This confirms
observations in prior work that using ASR instead of man-
ual transcription reduces performance, but does not affect
the ranking of algorithms. That is, the loss of performance
is directly related to the quality of the ASR output but not
to the system design.

Interestingly, the performance loss is higher for the ICSI
setup which can be best seen when comparing oracle max-r

scores. The ROUGE-1 F score is only reduced from .46
(.47) to .44 (.45) for the AMI (test) set while values drop
from .41 (.33) to .36 (.39) for the ICSI (test) set. The fact
that this was observed for the oracle as well as for all other
systems suggests that words responsible for good ROUGE
scores are more affected than others by recognition errors
given the more spontaneous ICSI data.
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Fig. 3. Performance chart using all ICSI meetings using manual tran-
scripts; max-r is always above .30 and thus omitted from the chart.
6.3. Variable lengths

The second part of the experiments is to analyze how the
different systems behave under varying constraints. In Figs.
2 and 3, we show performance charts of the systems for dif-
ferent length constraints from 200 to 500 words, with a step
size of 50. The max-r system is left out as it is off the chart
for the given scale. With one (not significant) exception, the
systems keep the ranking shown in Table 2, regardless of
summary length. Given the same keyphrases and available
utterances, the concept-based systems outperform the
utterance based ones (compare contours mcd/ilp and
concepts/ilp in Figs. 2 and 3) on all length constraints.
Table 4
ROUGE-1, 2 and SU4 F scores on the complete and test sets using ASR transcripts. For systems mmr/ilp and mcd/ilp, the number of utterances was
reduced to 50 in order to allow a feasible optimization. Summary length is 300 words for AMI and 500 words for ICSI meetings.

ROUGE-1 ROUGE-2 ROUGE-SU4

AMI ICSI AMI ICSI AMI ICSI

All Test All Test All Test All Test All Test All Test

baseline1 .21 .19 .10 .10 .03 .02 .01 .01 .06 .05 .02 .02
baseline2 .22 .22 .10 .09 .04 .04 .01 .01 .07 .07 .02 .02
mmr/greedy .24 .24 .10 .10 .05 .04 .01 .01 .08 .07 .02 .02
mmr-ilp/kp .24 .24 .10 .09 .04 .04 .01 .01 .08 .07 .02 .02
mcd-ilp/kp .25 .25 .11 .11 .05 .04 .01 .01 .08 .07 .02 .02
concepts/grd .27 .29 .14 .13 .05 .05 .01 .01 .08 .08 .03 .03
concepts/ilp .28 .30 .15 .16 .05 .05 .01 .01 .08 .08 .03 .03

supervised – .25 – .21 – .04 – .03 – .07 – .05
max-r .44 .45 .36 .29 .09 .10 .03 .03 .14 .14 .09 .06

Please cite this article in press as: Riedhammer, K., et al. Long story short – Global unsupervised models for keyphrase based meeting summarization.
Speech Comm. (2010), doi:10.1016/j.specom.2010.06.002
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However, some of the utterance based ILP did not finish in
the given time limit, as in the previous experiment.
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6.4. Parameter tuning

6.4.1. Relevance parameter

For MMR variants, the relevance parameter k has to be
set either manually, or learned on some training set. To see
whether or not our experiments where biased by choosing a
fixed k, we sample different values for k and evaluate on the
two length previously used to compute the results given in
Table 2. Figs. 4 and 5 show the performance charts for
AMI and ICSI data (complete sets). A higher lambda
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Fig. 4. Effect of the relevance parameter k on the summarization score
(300w, all AMI meetings, manual transcription).
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Fig. 5. Effect of the relevance parameter k on the summarization score
(500w, all ICSI meetings, manual transcription).
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means more weight to relevance and less to redundancy,
but it also embeds the scale of the two factors and should
not be interpreted directly as evidence of redundancy of the
data (remember that relevance is computed against the
whole meeting). In our case, k = 0.9 seems to be a reason-
able choice for all the benchmarked algorithms (except for
mmr/ilp on the ICSI data which peaks at 0.8), and note that
k = 1 is worse, emphasizing the importance of considering
redundancy even though a single meeting is not likely to be
redundant. This effect is probably due to the additional
diversity of the content put in the summary when a topic
dominates the meeting and skews relevance.

Further experiments using the fast mmr/greedy showed
that this also holds for varying summary lengths. Interest-
ingly, the ILP formulations are less sensitive to k than the
greedy variants. This indicates that the key to a good
greedy solution is the proper selection of the relevance
parameter. Also, at lower values of k, the mmr/ilp system
outperforms the less strict mcd/ilp on the AMI data set.

6.4.2. Keyphrase assignment

For the concept-based systems using keyphrases, we
explored two parameters. The first parameter is to prune
either the number of extractable utterances or the number
of assignable keyphrases. For the first, we reduced the
number of utterances to the top 50 in terms of the sum
of the keyphrase weights as it was done for the utterance
based systems. For the latter, we limited the number of
keyphrases to the top 25 in terms of weight.

Second, when identifying concepts in an utterance, one
can either account for all keyphrases, i.e., including redun-
dant ones like “manager” in presence of “project man-
ager”, or just account for the longest match, i.e., drop
“manager” in presence of “project manager”.

As shown in Fig. 6 and 7, regardless of the summary
length, dropping redundant keyphrases leads to the best
results. Intuitively, pruning decreases summarization
scores. The performance of the systems with reduced num-
ber of keyphrases stays at the same level for longer sum-
mary lengths as there are only a little number of
utterances available for selection due to the small number
of keyphrases.

6.5. Example summaries

Below is an example summary (about 300w) for the
AMI meeting ES2004c generated by a human annotator
and by the systems mmr/ilp and concepts/ilp. The automatic
summaries are based on the manual transcriptions and the
extracted utterances are ordered as they appear in the meet-
ing. The contributing keyphrases are highlighted and their
weight is shown in parentheses. Utterances occurring in
both system summaries are typeset as italic.

It can be observed that the MMR based system favors
longer sentences due to the implemented relevance scoring.
The probably most interesting fact is, that the mmr/ilp sum-
mary covers only 46 unique keyphrases with a combined
lobal unsupervised models for keyphrase based meeting summarization.
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weight of 435 but the concept/ilp summary covers 88 unique
keyphrases with a combined weight of 778, almost twice as
much. However, the concept-based system tends to include
shorter, possibly ill-formed or aborted sentences to yield a
larger concept coverage which will be further addressed in
the discussion. The human summary shows 40 unique key-
phrases with a score of 302 and shows some redundancy
due to the way the human subjects were instructed to
design the abstract.

The summaries reveal some incorrectly extracted key-
phrases like thing, something or kind which correspond to
speaker idioms and represent less valuable content. Also,
the extracts do not match the style of the abstracts, suggest-
ing to work on spoken discourse reformulation.
Please cite this article in press as: Riedhammer, K., et al. Long story short – G
Speech Comm. (2010), doi:10.1016/j.specom.2010.06.002
6.5.1. Human

The project manager reviewed the decisions from the
previous meeting (7). The marketing (4) expert made a pre-
sentation on trend (5) watching, including trends in user (3)
requirements and trends in fashion (5). The industrial
designer presented all the components of the device (4)
and announced that several of the features already dis-
cussed would not be available. He suggested substituting
a kinetic battery (18) for the rechargeable batteries and
using a combination of rubber (20) and plastic (8) for the
materials. The user (3) interface (4) designer presented his
main interface (4) design (22), which included buttons for
the most frequently used features and a graphic_user_inter-

face (8) on the lcd_screen (12) for other functions, to keep
frequently used features easy to use. He announced that
speech recognition (8) was still an option (8) to consider,
depending on price. The project manager then began a dis-
cussion to decide what was going into the final design (22).
It was decided that a kinetic battery (18) would be used in
place of a rechargeable battery (18), that the remote (5) will
feature (10) an lcd_screen (12) and rubber (20) casing (3)
and rubber (20) buttons, and that interchangeable rubber
(20) covers in fruit (7) colors will be available. Speech rec-

ognition (8) may be included if it is not too costly. It was
decided that the remote (5) would feature (10) an lcd_screen

(12), rubber (20) buttons, colorful rubber (20) changeable
skins, a kinetic battery (18), and possibly speech recognition

(8) if it is still within the budget to include it. Several of the

features that the group (3) had wanted to integrate into the
design (22) were either too costly or unavailable due to new
limitations from the factory. The group (3) had to change
many of the original design (22) elements to an alternative.

6.5.2. mmr/ilp

Is it possible that when we open our fliptop (3) shell (6) its
a little compact mirror (5) and when you press a button (36)
it then goes onto the phone (9) display (7) th– the
remote_control (36) display (7) thing (44). Is it possible just
as (2) an option (8) when we open it up people (20) can
use their fingers to press the button (36) or we have inside

(3) like a small pointer (3) thing (44) when people (20) want
to. So should we be thinking of using something (22) like
that in our remote_control (36) design (22) too. Which was
the major thing (44) that people (20) wanted mar-

ket_research (15). Not the actual plastic (8) outside case

(11) just the rubber (20) thing (44) that goes round the out-
side. Some kind (11) of thing (44) or it gives a b – bleep sound
(2) or some kind (11) of sound (2). So f– on the s– simpler

board (9) on the top (4) we have this button (36) rubber (20)
buttons to keep frequently changing the channels. It is not a
thing (44) that people (20) are looking for. We decided on

the most important_aspect (6) I required in a remote_control

(36) device (4). And rubber (20) as (2) a padding or for the
grip (2) something (22) like to add to the design (22). Well
it is a remote_control (36). They also want a remote_control
(36) to be technologically innovative. First thing (44) is basi-
cally on design (22). It is not something (22) that is come up
lobal unsupervised models for keyphrase based meeting summarization.
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in any of our focus groups and market_research (15). I do
not see why the curved thing (44) is a problem (4). And sec-
ond thing (44) is there is too much of confusion here. Ye–
yeah I think I th– g– y– you could have a dual power thing

(44). So I think that is quite a flexible thing (44). Icons or
something (22) y– you have is a good example (5) of gui
graphic_user_interface (8). And second thing (44) is cer– cer-

tain standard buttons we should have.

6.5.3. concept/ilp

The minutes from the last time (11). So we decided on
our market (12). And so this feedback (5) from the market-

ing_department (6) is really about trend (5) watching. I’m
w– I’m sorry. We decided on the most important_aspect

(6) I required in a remote_control (36) device (4). Now the
fashion_update (6) which relates to very personal prefer-
ences among our subject_group (6). And then we we’re
loo– looking into battery (18) options. I saw the standard
double_a (9) and triple_a (12). And dynamo (3) might take
more_space (6). It is moving a lot (4) of the time (11). It is
12 point (6) f–. Because we do not want customers to be like
you know charging (4) like a mobile_phone (18) every day

(4). If you had something (22) du– using the standard bat-
teries and the solar_charging (9). The eternal battle for con-

trol (19) of the controls. Most current remotes use this
silicone pcb (2) board (9) which pr– printed circuit_board

(15). So is that feature (10) available in like titanium ((7).
I know we were planning to do some sort (10) of touch

((6) screen (9). And g– graphic_user_interface (8). So f–

on the s– simpler board (9) on the top (4) we have this button

(36) rubber (20) buttons to keep frequently changing the
channels. Is not that the idea (8). Example (5) the volume

(6) and channel (8) control (19) buttons. Okay we had a lat-
est finding (6) of voice_recognition (21). And second thing

(44) is cer– certain standard buttons we should have. The
lcd (11)’s not cheap. For the body (6) design (22) I think
plastic (8). If we have got a kind (11) of different_shape

(12) anyway. Which was the major thing (44) that people

(20) wanted market_research (15). We are gonna use fruit
(7) and vegetable (4) colours for the rubber (20) cover (3)
the case (11) itself is plastic (8). So are we looking at voice

(8). But it is a good_idea (9). I know at the last_meeting (12)
we spoke about a beeper (2).

7. Conclusion and outlook

In this article, we provided an extensive comparison of
global sentence and concept-based models for meeting
summarization. The former give relevance and redundancy
scores to each sentence selected for a summary while the
later assess the relevance of sub-sentence units (called con-
cepts) contained in a summary without explicitly modeling
redundancy. In our experiments, concept-based models
yield best results both in term of summary quality and in
term of run time.

Though (greedy) sentence-based models were success-
fully used in the past, it seems that their global formula-
Please cite this article in press as: Riedhammer, K., et al. Long story short – G
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tions do not provide the expected performance gain, and
present excessive computation complexity. The use of
ILP for optimizing global criteria is relatively new in the
summarization community, and not all performance issues
are fully understood. However, the run times of the sen-
tence-based models addressed in this work can be
explained by the high number of utterances showing same
or similar relevance and redundancy, leading to possible
solutions with the same objective function value that are
exhaustively enumerated by the solver. In addition, the
chosen similarity measures might not be the most appropri-
ate for global models even though they were proved to
work well with MMR. The similarity measures also share
the keyphrases and the underlying idea with the concept-
based model, ensuring a fair comparison.

Beside better performance and scalability, the concept-
based approach is not affected by long ILP runtimes and
provides greedy performance significantly better than the
sentence-based models. The concept-based model can also
be used for interactive summarization where the user is
allowed to refine the set of concepts and their weight so
that they are more relevant to his needs.

Using ASR instead of manual transcripts results in a
uniform loss of performance for all systems, none of which
seems more affected than the others. The ASR summaries
may contain misrecognized words which are then com-
pared to the human abstracts using ROUGE. That is, even
if the selection is perfect in case of manual transcripts, the
ROUGE score would be lower as it is based on exact word
overlap. If the system were used by a human, this problem
can be avoided by presenting the extracts in form of audio.
Even though the quality of summaries will be improved by
better speech recognition, the use of ASR confidence scores
might help summarization systems when difficult acoustic
conditions occur.

The quality of the chosen concepts is crucial – for both
models. They need to be on the one hand informative and
on the other hand representatively weighted according to
their importance. A possible drawback of the current con-
cept-based formulation is that each concept is only
accounted for once. Experiments in (Gillick et al., 2009)
revealed that for meeting summarization, it might be of
interest to explore different ways of accounting for con-
cepts. For example, allowing multiple occurrences per con-
cept (e.g., once per speaker) as it might be the topic of a
controversial discussion, thus all utterances containing it
are of interest. A related question is, whether or not utter-
ances with a semantic dependency to another (such as ques-
tion answer pairs) should always be extracted as a
combined unit. Though this sounds very reasonable, it is
hard to realize for a general, broad summary (of fixed
length) where one seeks to include as many topics as possi-
ble instead of lesser but more informative parts.

Although it is not the focus of this work, the presented
keyphrase algorithm can be greatly enhanced using exter-
nal world knowledge. For example, the meeting agenda
(if available), information about the attendants and notes
lobal unsupervised models for keyphrase based meeting summarization.
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brought to or acquired during the meeting can be used to
identify and weight concepts or complete utterances.

Surely, the concept-based formulation is not exploited
to its full extent. Beside extending the concept idea as
mentioned above, one could think of integrating some
utterance level scores (e.g., grammaticality, automatic
speech recognition confidence, length or number of con-
cepts contained) directly to the optimization problem.
This can help avoiding the inclusion of short, ill-formed
or aborted utterances containing high value keyphrases.
Xie et al. (2009a) introduced a first step towards augment-
ing the concept-based algorithm by integrating sentence
weights. Gillick and Favre (2009) extended the original
formulation to incorporate possible sentence compression.
A promising summarization method proposed in (Lin
et al., in press) shows that greedy solutions in summariza-
tion can lead to quasi-optimality when the objective func-
tion is submodular. It will be very interesting to merge the
speed of that approach with the expressiveness of the ILP
to combines the strengths of both approaches in one
optimization.

As the use of acoustic and prosodic information helps
with almost all speech-related tasks, it should also be inte-
grated into the concept based system. A straight-forward
way is to modify the concept/keyphrase weight according
to information like fluency, sentence accent or utterance
type (e.g., question vs. answer). Another, more flexible
way is to attribute certain concepts to sentences based on
acoustic or prosodic information, such as a disfluency
score, utterance type. At a higher level, information
describing how confident a speaker was could add to the
reliability or trustworthiness of keyphrases. The probably
most interesting aspect of using acoustic information is
speech summarization without ASR by identifying fre-
quent acoustic patterns, as for example in (Zhu et al.,
2009), and use them as concepts.
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